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Local currents are used to describe nonrelativistic many-body quantum mechanics in the thermodynamic 
limit. The problem of determining a representation of the local currents corresponding to a given 
Hamiltonian is studied. We formulate the dynamics in such a way that one solves simultaneously for the 
ground state and the representation of the local currents. This leads to two coupled functional equations 
relating the generating functional to a functional which describes the ground state. Together these 
functionals determine a representation of the local currents in which the Hamiltonian is a well-defined 
operator. The functional equations are equivalent to a set of integr<HiifTerential equations for expansion 
coefficients of the two functionals. 

1. INTRODUCTION 

In this paper we employ the number density of parti­
cles, p(x), and the particle flux density J(x) as variables 
to describe an interacting system of identical, spinless, 
nonrelativistic particles. We concentrate on systems in 
the thermodynamic limit, in which the number of par­
ticles N and the volume V approach infinity while the 
average density p=N/V approaches a finite constant. 
Our aim is to develop techniques for handling quantum 
mechanical systems having an infinite number of de­
grees of freedom. The techniques are developed here 
using the local currents p(x) and J(x); however, they 
may find application in other contexts as well. 

A quantum mechanical system is associated with a 
representation of the local currents in a Hilbert space 
H. When the form of the two-body potentiall U(lxl) is 
specified, a formal expression can be written for the 
Hamiltonian H governing the dynamics of the system. 
For systems having a finite number of particles, the 
currents can be represented on the fixed Hilbert space 
H = L 2(1R3N

) , regardless of the choice of U( Ixl). This is 
a result2

-4 of a theorem due to von Neumann5
: 

Theorem: Let {xj,pj;j= 1,2, ... ,N} be a set of self­
adjoint operators with a common dense domain satis­
fying the canonical commutation relations 

[xj , xkJ = 0 = [Pj ,PkJ and [Xj ,PkJ = iOw 

Suppose the exponentiated operators 

V(er) = exp(ier • x) and V(tI) = exp(ij3· p) 

satisfy the multiplication law of the Weyl group: 

V(er)V(1!J = exp( - ier· j3)V(~)V(er). 

Then every representation of the Weyl group is unitarily 
equivalent to a direct sum of Schrodinger representa­
tions. Thus, for systems having a finite number of de­
grees of freedom, there is a unique representation of 
the local currents which is determined without solving 
the dynamics. 

This simpliCity does not carryover to systems 
having an infinite number of degrees of freedom. First, 
the representation of the local currents, like that of the 
more familiar canonical fields, is not unique. 6 Second, 
it follows from a nonrelativistic version of Haag's 
theorem 7 that the Hamiltonian of an interacting system 
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will not make sense as an operator in Fock space, 
which is used for representing the fields or currents in 
a free theory. Consequently, we are faced with the 
problem of finding that representation of the local cur­
rents, from among the many unitarily inequivalent non­
Fock representations, in which the formal expression 
for the Hamiltonian associated with a particular inter­
acting system can be interpreted as a self -adjoint 
operator bounded from below. For this to be pOSSible, 
the currents must be represented on a Hilbert space 
which contains the ground state vector of the interacting 
system. In this way the problem of representing the 
local currents and the dynamical problem of finding the 
ground state become interlocked: To find the ground 
state, one must have a representation of the currents 
in which the Hamiltonian is a well-defined operator, but 
to find this representation, one must know the ground 
state. 8 

In the following paragraphs we will briefly outline our 
approach to this problem, which is to formulate the 
dynamics in such a way that one solves simultaneously 
for the ground state and the representation of the local 
currents. 

Our starting point is the algebra formed by the com­
mutation relations of the local currents p(x) and J(x). 
Attention is restricted to representations of the current 
algebra in which the ground state is cyclic for the 
smeared field p(/J= f p(x)j(x)d3x, since these cor­
respond to systems of physical interest. 9 Then a rep­
resentation of the p(/J's is determined by the generating 
functional L(/J, the ground state expectation value of 
exp[ip(/JJ, while the action of J(g) = f J(x)· g(x) ~x can 
be specified by a multiplicative functional of p(x), 
A(x,p), defined by9 

K(x)n=A(x,p)n, (1.1) 
where 

K(x) = V p(x) + 2iJ(x) (1. 2) 

and n is the ground state. 

The functionals L(/J and A(x,p) are determined by 
two functional differential equations. One equation fol­
lows from Eq. (1. 1) combined with time reversal in­
variance and reads9 

(1. 3) 
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The form of this equation depends only on algebraic 
properties of the theory. It can be thought of as deter­
mining L(/J if A(x,p) is known. For example, it turns 
out that A(x, p);: 0 for a free Bose gas in the thermo­
dynamic limit. In this case it can be shownlo that L(/J 
is determined uniquely by the functional equation 

[v _ iV'j(X)].!. oL(/J - 0 
x i oj(x) - , (1. 4) 

together with suitable boundary conditions. 

In general, however, a second equation is needed 
which determines A(x,p) when an interaction potential 
U( I x I) is specified, and thereby relates the representa­
tion to the dynamics. This equation is arrived at as 
follows. The Hamiltonian of the system can be written 
formally asll ,I2 

H=t r d3
xK1(x) p(~) Kj(x) 

+t f f d3Xd3Y:P(X)p(y):U(lx-yl)-Eo! p(x)~x, 
(1. 5) 

where ED is the ground state energy per particle. Thus 
we have chosen the zero of energy so that Hn = O. In 
nonrelativistic quantum mechanics we expect both the 
(kinetic energy/particle) and the (potential energy/parti­
cle) to be finite. We believe that subtracting out the 
ground state energy is the only modification necessary 
in order for the formal Hamiltonian to be well defined 
in some representation. A functional equation for A(x p) 
is obtained by using Eq. (1. 1) to eliminate K(x) from' 
the equation 

(1. 6) 

The resulting equation [Eq. (3.15) in the text] can be 
thought of as determining A(x,p) if the potential U(lxl) 
and L(/J are known. Since this equation for A(x,p) in­
volves L(/J, it is a representation-dependent formula­
tion of the operator equation Hn == O. Thus it must be 
solved together with Eq. (1. 3) for L(/J. 

Assuming current conservation and time reversal in­
variance, one can show that the Hamiltonian for a non­
relativistic system of spinless interacting particles can 
be written in the general form9 

(1. 7) 

where K(x)=K(x)-A(x,p) and A(x,p) is the same quan­
tity introduced in Eq. (1.1). Once a functional A(x, p) 

satisfying (1. 3) and (1. 6) has been determined, Eq. 
(1. 7) provides a well-defined expression for the 
Hamiltonian as a Hermitian form in the representation 
defined by L(/J. It is an important characteristic of this 
approach that the coupled functional equations for L(/J 
and A(x,p) must be solved Simultaneously. We believe 
(but have not proved) that these equations, when sup­
plemented by appropriate boundary conditions, deter­
mine completely a representation of the local currents 
in which there exists a cyclic vector n satisfying the 
condition Hn = O. 

Techniques for studying functional differential equa­
tions directly are not available except in very special 
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cases. However, by expanding L(/J in a functional 
power series, whose coefficients are correlation func­
tions: and by e,,?anding A(x,p) in powers of p(x), the 
functional equatlOns can be replaced by two sets of 
coupled integro-differential equations for the correla­
tion functions and the coefficients in the expansion of 
A(x,pl. The set of equations obtained from the first 
functional equation, Eq. (1. 3), can be looked at as a 
generalization of the BBGKY hierarchy of equations 
familiar from classical statistical mechanics, to th~ 
case of many-body potentials. The second set of equa­
tions is similar to one derived recently by starting with 
an extended Jastrow wavefunction for N particles and 
minimizing the ground state energy. 13 Equations of this 
kind have found application, for example, in the study 
of liquid helium. 14 Whether the functional equations are 
studied directly, or by using correlation function ex­
pans ions , they will no doubt have to be applied to physi­
cal problems in conjunction with a suitable approxima­
tion scheme. One such approximation method is dis­
cussed in the following paper. 15 

The local p, J current algebra is the same for bosons 
and fermions. Bosons can nevertheless be distinguished 
from fermions in that they belong to unitarily inequiva­
lent representations of the current algebra. We believe 
the equations we have derived for L(/J and A(x,p) to be 
valid for both Bose and Fermi systems. For example, 
in one space dimension one can calculate L(/J and A(x,p) 
explicitly for free bosons and fermions. We have 
checked in both cases that these quantities satisfy the 
coupled functional differential equations with U( I xl ) = O. 
Thus, for a given potential, the functional equations may 
have more than one solution. This implies that in using 
the equations, one will have to add constraints that dis­
tinguish a Bose solution from a Fermi solution. We 
believe it is sufficient to impose a constraint on A(x,p) 
alone. We shall discuss this point briefly in a later 
section. 

The paper is organized as follows. In Secs. 2A and 
2B we review the N-particle representations of the cur­
rent algebra and some previously established properties 
of the generating functional L(/J. Normal ordering for 
products of p(/J's is introduced in Sec. 2C. The prop­
erties of the functional A(x, p) are discussed in Sec. 2D 
and in Appendix A. Section 3 contains the derivation of 
a functional differential equation for A(x,p). The 
integro-differential equations relating the correlation 
functions and the expansion coefficients of A(x,p) are 
derived in Secs. 4A and 4B. In Sec. 4C we verify that 
these equations are satisfied for a Simple case: that of 
the N/ V limit of a free Fermi gas in one space dimen­
sion. In Sec. 4D we discuss the problem of imposing 
constraints which select Bose from Fermi solutions of 
the functional equations. Appendix B contains a proof 
that the N-particle Fermi ground state is cyclic for the 
p(/J's, a result that is used in the discussion. Finally, 
Sec. 5 discusses an analogy between our formulation of 
the dynamics of a quantum mechanical many-body sys­
tem and classical statistical mechanics. 

2. PRELIMINARIES 

Our starting point is the local current algebra formed 

R. Menikoff and D.H. Sharp 2342 



                                                                                                                                    

by the commutation relations between p(x) and J(y). In 
terms of the smeared currents 

and 

J(g) = f J(x)' g(x) asx, 

the commutation relations are given byll 

[P(J1),P(J2)] = 0, 

[pct) , J(g)] = ip(g • V/J, 

and 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

We are mainly interested in representations of the cur­
rents corresponding to the thermodynamic limit of in­
finite Bose and Fermi systems. As an aid to understand­
ing these, we first review N-particle representations of 
the current algebra. 

A. N-Particle representations of a local current algebra 

Quantum mechanical systems of N identical spinless 
particles (either bosons or fermions) are described by 
uN-particle representations" of the current algebra. 3,4 

In these representations, the current operators are 
represented on the fixed Hilbert space: 

l 
2(m,3N) - symmetric L 2 functions of N 

H = L+ - vector variables for bosons 

L 2(R3N) _ antisymmetric L 2 functions of N 
- - vector variables for fermions. 

(2.6) 

For both bosons and fermions, the action of p(x) and 
J(x) on \}I(xu ... ,xN ) EH is given by 

N 

[p(x)\}I](xu ... ,xN )=.0 o(x-x",)\}I(xu ... ,xN ) (2.7) 
m=l 

and 
N 

[J(x)\}I](xu ' .. ,XN)=(-i/2).0 [2o(x-x",)V" 
mel m 

- (VO)(X - Xm)]\}I(~, .... ,xN). (2.8) 

Let a denote the ground state of the system. If a is a 
well-behaved N-particle wavefunction (i. e., if a is not 
singular and if the set of points on which a vanishes is 
of measure zero), then the ground state is cyclic 
for the smeared field p(/J. We assume that the ground 
state is also cyclic for p(/J in representations cor­
responding to the thermodynamic limit of physical sys­
terns. 16 As a result the Hilbert space used for represent­
ing the currents is determined by the ground state ex­
pectation value of exp[ip(/J].3 This quantity is called the 
generating functional for the representation. We denote 
it by L(/J and write 

L(/J= (a, exp[ip(/J]a). (2.9) 

In the next subsection we mention some previously 
established properties of L(/J. 

B. The generating functional L(f)9 

The generating functional for an N-particle repre­
sentation, which we denote by LN(/J, is given by 
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LN(/J= f asx1 '" f asxNa*(XU ••• ,xN ) 

xeXPC~ij(xJ»)a(Xu ... ,xN ). (2.10) 

For purposes of considering the thermodynamic limit 
it is useful to write L N(/J in the form 

where 

F(x) = exp[ij(x)] - 1 

and the correlation functions R~N) are defined by 

(N)( )_ N! 
R~ XU"'' x~ - (N _ n)! 

Xfd3X~+1'" d3xN la(xu ... ,xN )12. (2.12) 

The physical interpretation of the correlation functions 
is that 

1 
,R~(xu ... ,x~) n. 

(

the probability in the ground state of finding) 
_ n particles at the positions Xu . . ., xn . 
- regardless of the positions of the remaining 

particles 

(2.13) 
In the thermodynamic limit, we expect LN(/J to con­

verge to L(/J and R~N) to converge to R~ in such a way 
that 

L(/J=.0, d Xl'" asx~ nF(xJ)R~(~, ... ,Xn). oolf3 f n 

n=O n. J =1 
I (2.14) 

Such convergence has been demonstrated in a few sim­
ple cases. 9 

In order to completely determine a representation of 
the currents, one needs to know how the J(g)'s act. To 
discuss this, it is useful first to define normal ordering 
for the p(/J's. 

C. Normal ordering products of the field p(f) 

In an N-particle representation, an expression for 
the product of n fields p(/J can be obtained from Eq. 
(2.7). One finds 

N N 

p(x1)···p(x)=.0 ••• .0o(x1 -x )· .. o(x -x). (2.15) 
n Jj=1 J~=l i1 ~ in 

We define the normal ordered product of n fields p(/J 
in the same manner except that we require the points 
Xu ... ,x~ to be distinct. Thus we write 

·p(x)···p(x)·= .0 o(x-x)"'o(x-x) (2.16) 
• 1 n' {i1"'Jn} 1 h n in' 

where & is the sum over the set {ju ... ,jn' 1.;; j~';; N, 
j~*jq if p*q}. 

The normal ordered product (2.16) can be expressed 
as the sum of products of p(/J's and 0 functions as 
follows: 

(2.17) 

R. Menikoff and D.H. Sharp 2343 



                                                                                                                                    

By expanding the product, (2. 17) can be written as 

:p(xl}"'p(x }:=(-l)n 6(-1}m n (#j-1}!G.(p) 
n G 0=1 J' 

) (2.18) 

where G is a partition of (1,2, ... , n) into distinct sub­
sets (GU G2 , ••• ,Gm). Also, if Gj ={1,2, ... ,k}, then 
#j=k, and G/p} = p(xl } n:=2 ° (Xl -xp}. For example, 

:p(x}p(y}: = p(x)[p(y) - o(x - y)] 

and 

:p(X)p(y)p(z): = p(x)p(y)p(z) - p(x)p(y)o(x - z) 

- p(x)p(z)o(y - z) - p(y)p(z)o(x - y) 

+ 2p(x)0(x - y)o(y - z). (2.19) 

Equation (2.17) can be inverted. One finds 

(2.20) 

Remarks: (1) When p(x) can be written in terms of 
canonical field operators, obeying either canonical com­
mutation relations or canonical anticommutation 
relations, as 

p(x) = I/l (x)/fi(x), 

then 

:p(xl ) ••• p(xn): = /fit(Xl)" '/fit(x
n

) /fi(Xn)" ·/fi(xl }. (2.21) 

(2) Since the arguments Xu ... ,xn of the currents in 
a normal ordered product must be distinct, the product 
:p(xl) 0 0 0 p(xn ): vanishes when applied to an N-particle 
state, if n> N. That is, 

(2.22) 

This equation was named an "n-particle identity" in 
Ref. 4, where it was used to select irreducible repre­
sentations of the current algebra (2.3)-(2.5) cor­
responding to systems of n-particles. Normal ordering 
can be defined for products of the fields p(./) and J(g) 
in a manner similar to that used above. We will not 
need the resulting formulas, which have been derived 
by Grodnik,17 in this paper. 

(3) Equations (2.18) and (2.20) resemble cluster 
expansions, but they are in fact different and should not 
be confused with them. Cluster functions are defined so 
that when a pair of points get far apart they vanish. The 
normal ordered product is defined so that it vanishes 
when two points coincide. 

(4) Equation (2.17) provides a definition of normal 
ordering which has all the desired properties in each 
N-particle representation. We take (2.17) as the defini­
tion of normal ordering in the thermodynamic limit as 
well. 

The matrix element of a normal ordered product of 
densities p(./) can easily be expressed in terms of cor­
relation functions if one remembers that the points are 
distinct. For example, using Eq. (2.15), one obtains 

2344 J. Math. Phys., Vol. 16, No. 12, December 1975 

(2.23) 

In particular , 

(0, :p(xl ) ••• p(Xn): 0) = Rn(xu ... ,xn
). (2.24) 

Finally, an important property of the normal ordered 
product which follows directly from Eq. (2.17) is that 
:p(x) '.0 p(z): is proportional to p(x). 

We now return to explaining how the current J(g) acts 
in a representation. 

D. J(g) and the functional A(x,p) 

The action of J(g) can be determined by a multiplica­
tive functional A(x,p) defined by the equation 

K(x)O=A(x,p)O, (2.25) 

where K(x) = V p(x) + 2iJ(x) and 0 is the ground state. For 
example, to compute the ground state expectation value 
of a product of currents which includes a factor J(g), 
one uses the commutation relations to commute J(g) 
through the factors of p(./) until J(g) acts on the ground 
state. One then uses Eq. (2.25) to eliminate J(g) from 
the expectation value. The process is repeated until all 
factors J(g) have been eliminated. One is left with a 
matrix element containing only the fields p(f). A matrix 
element of this kind can be calculated from L (./) by 
taking functional derivatives. 

From this point on, we explicitly assume the system 
is time reversal invariant so that 0=0*. Using Eqs. 
(2.7) and (2.8) to compute the action of p(x) and J(x) on 
the ground state in an N-particle representation and 
using the fact that A(x,p) is a multiplicative operator, 
one finds 

N 

A(x,p)= 6 6(X-Xk)(Vxkln02)(~, ... ,xN ). 
k=l 

(2.26) 

Introducing the normal ordered products defined in Eq. 
(2.16), one can write Eq. (2.26) as 

A(x,p) = J d3x 2 " 0 J d3xN :p(X)p(X;z) 0.0 p(xN ): Vz ln02. 

(2.27) 

This expression for A(x, p) is inconvenient for discussing 
the thermodynamic limit since the number of variables 
increases with N. We would like to decompose (2.27) 
into a sum of terms such that the number of variables in 
each term remains fixed as N increases. That is, we 
would like to express A(x,p) as a polynomial in p(./): 

N-l 1 f f A(x,p)= k~k! d
3
Yl'" d3Yk:P(X)P(Yl)"'P(Yk): 

x Ak+l(X,Yu ... ,Yk}. (2.28) 
To be useful in considering the thermodynamic limit, 
one would like the series (2.28) to converge term by 
term. For this to happen, the expansion coefficients 
Ak+l must fall off sufficiently fast for large argument. 
We believe, but have not proved, that this behavior is 
a consequence of the cluster decomposition property. 
In Appendix A we derive Eq. (2.28) and show how a 
suitable set of expansion coefficients ~+l can be unique­
ly defined. 
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Finally, we note that the expansion (2.28) for A(x,p) 
is equivalent to writing the N particle ground state as 
an extended Jastrow wavefunction13 

0= t { 11 cf>n(xi , •.. ,Xi )}, 
na l h>i2> ... >in 1 n 

(2.29) 

in which case Ak+1 is given by 

~+l(X'Yl" .. ,Yk ) = Vz Incf>=+l(x, Yu ... ,Yk). (2.30) 

Thus, for N particles, Eqs. (2.28)-(2.30) provide a 
correspondence between 0 and A(x,p). In the thermo­
dynamic limit, the ground state may not be expressible 
as a wavefunction. Nevertheless, A(x,p) exists and has 
the general properties suggested by Eqs. (2.28)-(2.30). 
Namely, ~ can be written as the gradient of a scalar 
function (thus V XAk = 0) and each coefficient 
Ak+l(X,Yu ... ,Yk ) is symmetric in all variables but x. 

Remarks: (1) Since the normal ordered product :p(x) 
••• p(z): is proportional to p(x), it follows from (2. 28) 
that A(x,p) is proportional to p(x). Hence we can in­
troduce a functionaIA(x,p) defined by 

A(x,p) = p(x)A(x,p). (2.31) 

This fact will be of importance in Sec. 3, where we 
compute matrix elements of the Hamiltonian. 

(2) We wish to emphasize that the existence of the 
multiplicative operator A(x,p) depends mainly on the 
property that the ground state is cyclic for p(/J. This 
property has been established for both bosons and 
fermions, and so we expect a functional A(x,p) can be 
introduced for systems obeying either form of statistics. 

(3) In Appendix A, the coefficients Ak are expressed 
as gradients of integrals over In02. As a result, the 
A/s are independent of the normalization of O. Further­
more, 0 may vanish at some points (as it indeed does 
for fermions) since logarithmic Singularities are 
integrable. 

In the next section we derive an equation which de­
termines the functional A(x,p) associated with a given 
physical system. 

3. AN EQUATION FOR THE FUNCTIONAL A(x,p) 

To obtain a functional equation for A(x,p), we start 
with an expression for the Hamiltonian describing a non­
relativistic system of spinless particles. If the particles 
interact through a central two-body potential U(I xl), the 
Hamiltonian can be written formally asll ,12 

H=i f d3
xKi(x) p(;) Kj(x) 

+t f f d3Xd3y:p(X)p(Y):U(lx-YI)-(~) f asxp(x). 

(3.1) 

The first term in the above expression has been shown 
to be the Hamiltonian for a free Bose gas, and thus we 
interpret it as the kinetic energy. The second term is 
the potential energy. Normal ordering has been intro­
duced to account only for the potential between distinct 
pairs of particles. The quantity (ElM is the average 
ground state energy per particle. The last term in (3.1) 
subtracts out the ground state energy, thus defining the 

2345 J. Math. Phys., Vol. 16, No. 12, December 1975 

origin of energy so that the Hamiltonian vanishes on the 
ground state 0: 

HO=O. (3.2) 

For systems in the thermodynamic limit, the ground 
state expectation value of each term in the Hamiltonian 
(3. 1) is typically infinite (it may be zero in special 
cases). However, in an appropriate representation, the 
three terms add together to form a well-defined 
operator. 

The representation dependence of the Hamiltonian can 
be illustrated by the following important example. It 
has been shown that the Hamiltonian for a free Bose gas 
is12 

HB=i f d3
xKi(x) p(~) Kj(X), 

while that for a free Fermi gas is 

(3.3) 

HF=i J d3
x Ki (x) p~X)Kj(X) - (~) !d3

x p(X). (3,4) 

Since the ground state energy is infinite, the free Fermi 
Hamiltonian is not well defined in the representation 
which makes the free Bose Hamiltonian well defined, 
and vice versa. As a result, the Bose and Fermi 
Hamiltonians are associated with unitarity inequivalent 
representations of the local current algebra. 18 

The desired equation for A(x,p) is obtained by using 
the formal Hamiltonian (3.1) to write the equation 

(0, exp[ip(/J]HO) = 0 (3.5) 

in terms of A(x,p), L(/J, and U(I xl). 

First we evaluate the kinetic energy term. Using Eq. 
(2.25), we find 

(0, exp[ip(/J](kinetic energy)O) 

= i f d3
x (0, exp[ip(/J1K1 (x) p~X) Kj(X)O) 

=i f d3
x (0, exp[ip(/J]K1(x) p(~)Aj(X'P)n ) 

= i S asx (0, exp[ip(/J] {2V j P(X) p~X) Aj(x, p) 

- [Kj(X), p(!) Aj(x,p) ]-Aj(X,P) p~X)Aj(X'P)}O). 
(3.6) 

Next, using the commutation relations (2.3) and (2.4), 
one can show that 

[exp[ip(/J], Ki(x)] = 2ip(x)V jj(x) exp[ip(/J]. 

With the help of Eq. (3.7) we can write the kinetic 
energy term in the alternative form: 

(0, exp[ip(/J](kinetic energy)O) 

=i f d3X( 0, exp[ip(/J]Aj(x,p) 

x h(!) Aj(x,p) + 2iVj j(X)}0 ). 

Combining Eqs. (3.6) and (3.8), we obtain 

(0, exp[ip(/J](kinetic energy)O) 
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= - f i d3x(n, exp[ip(j)]{ - iVj(x) 0 A(x, p) 

+ p(x)V ·A(x,p) + MKj(x),A i(x,p)]}n), 

where 

A(x, p) = p(x)A (x, p). 

(3.9) 

(3.10) 

The fact that A(x,p) is proportional to p(x) was dis­
cussed in Sec. 2D. [see Eq. (2.31)]. 

By using Eq. (1. 3), the term in Eq. (3.9) containing 
Vj(x) can be written 

f d3xv i j(x)(n, exp[ip(j)}Ai(x,P)n) 

= f d3xVj(x) 0 (V - iVj)(x)(n, exp[ip(j)]p(x)n). (3.11) 

Again using the commutation relations (2.3) and (2.4), 
one can show that 

[Kj(x),A i(X,P)] = 2p(x)[V15/15p(x)] ·A(x, pl. (3.12) 

Remark: Care must be taken in evaluating the expres­
sion p(x)[V15/15p(x)] ·A(x,p), sinceA(x,p) depends on the 
parameter x. In particular, [V15/15p(x)] should be 
treated as one operator, and the expression [V15/15p(X)] 
'A(x,p) does not have the same meaning as V'{[15/15p(x)] 
xA(x,p)}. For example, letA(x,p)=I d3yp(y)j(x,y). 
Then 

[V15/15p(x)] A (x, p) = f d3y[V x15(x - y)]j(x, y) 

= v.,j(x, y) I.,=x, 
while 

In Ref. 10 boundary conditions were identified which de­
termined a unique solution to Eq. (3.17). Corresponding 
results for the more complicated system (3.15) and 
(3.16) have not been established. 

Since we have defined the Hamiltonian so that Hn = 0, 
the question arises as to how the ground state, as op­
posed to an excited energy eigenstate, is selected. This 
can be done in the following way. In the thermodynamic 
limit, it is physically reasonabl~ to require our system 
to display translation invariance and to satisfy the clus­
ter decomposition property (particles become uncor­
related as their separation becomes large). These re­
quirements can be imposed directly on LUi. Thus we 
require: 

(1) Translation invariance: L(ja)=L(j), 

where ja(x) = j(x - a); 

(il) Cluster decomposition: lim [L(j+ hxa) 
x~~ 

- L(j)L(hxa)] = 0, 

where hxa(x) = h(x - ,\a). 

(3.18) 

(3.19) 

It can be shown9
•
19 that a system with these properties 

has a unique translational invariant state, which is the 
ground state. Thus by imposing conditions (3.18) and 
(3.19) on L(j), one selects out the solutions of Eqs. 
(3.15) and (3.16) for which n may be identified as the 
ground state. 

In the next section we will use functional power series 
expansions of L(j) and A(x,p) to study Eqs. (3.15) and V{[15/15p(X)]A(x,p)}= Vx[ f d3 y 15 (x - y)j(x, y)] 

= Vj(x, x). 
(3.13) (3.16) further. 

Now, letting 4. EQUATIONS RESULTING FROM FUNCTIONAL 
B(x,p) = p(x)V 'A(x,p) + p(x)[V15/15p(x)]' A(x,p), (3.14) POWER SERIES EXPANSIONS OF L(1) AND A(x,p) 

and using Eqs. (3. 9)-(3.12)~ we can write Eq. (3.5) as 
a functional differential equation: 

{-i J d3
X[B(X, 7- 15~) -iVj'(V -iVj)(X)7- 15;X)] 

+ ~ f d3
x f d3

yU( Ix-y 1):7- 15;X) 7- OJ(~} :}LCf) I~= 0, 

(3.15) 

where by L(j)1 ~ we mean that, after the functional de­
rivatives have been taken, one takes the difference of 
the resulting expression evaluated at j and at j= O. This 
has the effect of subtracting out the ground state energy. 

We have previously shown9 that L(j) and A(x,p) also 
satisfy the equation 

. 1 15L(j) (1 15) [V -zVj(x)]i OJ(x) =A x, i 15j L(j). (3.16) 

Equations (3.15) and (3.16) form a system of coupled 
functional differential equations which we believe can be 
solved simultaneously for L(j) and A(x, pl. However, to 
determine these quantities uniquely, it is to be expected 
that these equations will have to be supplemented by ap­
propriate boundary conditions. For a free Bose gas 
A(x,p)=O, Eq. (3.15) is trivially satisfied and Eq. 
(3.16) reduces to the simple form 

. 1 15L(j) 
[V-zVj(x)]i15j(x) =0. (3.17) 
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So far we have found two coupled functional equations 
which, when supplemented by appropriate boundary con­
ditions, we believe will determine a representation of 
the local currents associated with a given interacting 
system of particles. General techniques for solving such 
functional equations are not available. However, anum­
ber of important properties of these equations can be 
established by studying solutions which can be expanded 
in functional power series. Thus in this section we ex­
pand the generating functional L(j) in a series whose co­
efficients are the correlation functions R", and we ex­
pand A(x,p) in powers of p(x) with coefficients An' Each 
functional equation can then be replaced by a set of 
coupled integro-differential equations relating Rn and 
An' This procedure is analogous to solving a differential 
equation by means of a power series. Substituting the 
power series into the differential equation results in a 
recursion relation for the coefficients. The coupled 
equations relating R" and An can be thought of as playing 
the role of such a recursion relation. 

A. Equations for the expansion coefficients R nand 
An: Expansion of Eq. (3.16) 

We first consider Eq. (3.16). Substituting into this 
equation the functional power series expansion for L (j), 
Eq. (2.14), and that for A(x,p), Eq. (2.28), one obtains 

~ exp[ij(x1)] f d3 x
2 

•• of d 3x
n
F(X

2
) 

n·1 (n - I)! 

R. Menikoff and D.H. Sharp 2346 



                                                                                                                                    

x Rn(xu ... ,xn), 

where 

F(x) = exp[ij(x)] - 1. 

(4.1) 

In order to compare coefficients, the right-hand side 
must be expressed as a power series in F(x). One can 
show that 

eXP[ij(X:z)] •• 'exp[ij(xm)]=~:6{ EI F(Xj )} , (4.2) 
roO Gr ,EGr 

where Gr is a subset of {2,3, ... ,m} containing r ele­
ments. Substituting Eq. (4.2) into Eq. (4.1) and rear­
ranging terms, one finds that 

[right hand side of Eq. (4.1)] 

= t exp[ij(xl )] f d3x ••• f d3x il F(x ) 
",el (m - 1)! 2 n q;2 q 

., ~ 1 
x Eo r;max(O,m+l-n) r! (m - r)! 

Equation (4.1) is valid for all Xl and all test functions 
j(x). Since F(x) can be made arbitrarily small by choos­
ing j(x) sufficiently small, and the integrands are sym­
metric functions of the variables X:z, ... ,xn, the coeffi­
cients of powers of F(x) in Eq. (4.1) can be equated with 
those of like powers of F(x) in Eq. (4.3). This proce­
dure yields a coupled set of equations relating Rn and 
An: 

XAm+l(xl1 xj ,. 'x, ,xn+l •• 'xn+r)Rn+r , 
1 m-r 

n= 1,2, ... . (4.4) 

The structure of this system of equations is similar to 
that of the BBGKY hierarchy familiar from classical 
statistical mechanics. This analogy is discussed further 
in Sec. 5. 

B. Equations for the expansion coefficients R nand 
An: Expansion of Eq. (3.15) 

Next we consider the functional equation derived from 
the Hamiltonian, Eq. (3.15). We begin by substituting 
the expansion for A(x,p), Eq. (2.28), into the expression 
for B(x,p), defined by Eq. (3.14). One finds 

B(x,p)= t ( II)! fd3X2"'jd3Xm:P(XI)"'P(Xm): 
m=l m - . 
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+ ~ ( \)1 f d3x2 " • !d3
X mP(XI ) 

mill m - . 

X {[ VXI + ( V XdjP~Xl») ] P(~l):P(~)'" p(x".): } 

xAm(xu ... ,Xm). (4.5) 

The second term in the above equation vanishes. To see 
this, we use the expression for a normal ordered pro­
duct of p(x)'s, Eq. (2.17), to write 

[ VXI + ( V"l/jP(~I»)) P(~l) :p(Xl )'" p(xn ): 

=f [p(x2 ) - O(X:z - Xl)]" .{[ VXI + (VXI OP~XI»)J 
X (p(X,) - ',t O(Xj - Xk »)} ••• (p(Xm ) -15 0 (x", - Xk») . 

k=l k-l 

(4.6) 
This vanishes since 

[ VXl + ( V"l OP~XI»)] (p(X,) -'~ o (X, - Xk») = O. (4.7) 

We can now write Eq. (3.15) in the form 

( n, exp[ip(/I J (f d' xl iV f' (V - iV /I (.)p (x) 

- t ~ ( 1 1)' f d3Xl ••• fd3Xm :p(xl )· •• p(xm ) : 
m=l m - . 

XV"l 'Am(xu ... ,xm)+~ f (J3 X 

x !d3YU(lx-yl):p(x)p(y): 

- f d'x{E/ "lp(X») 0) ~ O. (4 .• ) 
It proves convenient to use the relation 

(n, exp[iP(j)]j d3x( - iVj) • (V - iVj)(X)p(x)n) 

= (n, exp[ip(j)] J d3x{V - iVj)2(x)p(x)n). (4.9) 

This equation is valid if 

(V - iVj)(x){n, exp[ip(j)]p(x)n) 

goes to zero faster than 1/ I Xl2 as I xl - 00. This condi­
tion can be related to one on the correlation functions; 
VRn must go to zero faster than 1/lx1 2 as Ixi -00. 

Combined with the cluster decomposition property, this 
implies that 

(4.10) 

faster than 1/ I XII as I XII - 00. Physically, the rate at 
which the cluster limit is approached should be related 
to the range of the potential. For quantum systems with 
short range forces, we expect Eq. (4.9) to be valid. 

The procedure of the preceding subsection, applied to 
Eq. (4.8), now leads to the following set of equations 
relating Rn and An: 

n 

t :0 Vi Rn(xu ... , Xn) = - t f d3
xn+l Vi ,=1 , n+l 

x[Rn+I(Xh ••. ,Xn+l) -RI(Xn+I)Rn(xu ..• ,Xn)] 
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XR"..r(xu ... ,Xn+r») - m~ f d3Xn+l ••• f d3Xn+m 

xUm(X"..u' .. ,Xn+m) Rm(Xn+u ... ,Xn+m) Rn(xu ... ,Xn)], 

where (4.11) 

U2(x, y) = - H(V • A2)(x,y) + (V, ~)(y ,x)] + U( I x - y I), 
(4.12) 

and, for n*2, 

Un(x1,.· .,xn)=-t-( II)! 2:) (V" ·An)(x." .. . ,x.). n - . perm lIn 

(4.13) 

Equation (4.11) is an identity for n= 0, since in defin­
ing the Hamiltonian we subtracted out the ground state 
energy. This means that the ground state energy per 
unit volume, «E/V)(x», is given by the expression: 

'" 
«E/V)(x» = - tV2R1(x) + 2:) (l/n! ) 

n=l 

X J d3x 2 '" J d3xnUnRn(x,X2' ... ,xn). (4.14) 

Remarks: (1) To ensure that these equations describe 
the ground state, we impose translation invariance. 
This condition implies that Rn(xu ... , xn) and An(xu 
. . . ,xn) are translationally invariant. In particular 

- ' R 1(x)=p, the average density, and A1(x)=0. 

(2) The first term on the right-hand side of Eq. (4.11) 
vanishes upon integrating by parts. In addition, if the 
system is translationally invariant, V2R1(x)=0. We have 
included this term because sometimes one wants to 
consider the possibility that translational invariance is 
broken, for example, by an external potential. In such 
cases the V2R1(X) term in Eq. (4.14) affects the energy 
density, but not the total energy, since J d3xV 2R1 (x) = O. 
When translation invariance is broken the ground state 
must be selected by minimizing the energy/particle, 
which is 

lim (l/V) 1 d3x«E/V)(x». 
y .. oo v 

(3) The coefficients An appear in Eq. (4.11) only in the 
the form V' An' Therefore, even if the Rn were known, 
one could not solve (4.11) for An' However, for an N­
particle representation, Eq. (2.30) implies that VXAn 
= O. Thus it is reasonable to impose the condition V X An 
= 0 when considering representations in the thermo­
dynamic limit. 

(4) One can generalize the foregoing results so as to 
include many-body potentials Vn • To do this one adds 
the term 

~fasx oo'!d3X'P(X)'oop(X)'V(X "'x) (415) n! 1 n' 1 n' n 1 n . 

to the Hamiltonian. Equation (4.11) remains the same 
except that Un is replaced by Un + Vn· 

(5) For an N-particle representation, Eq. (4.11) can 
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be interpreted in terms of wavefunctions. It is equivalent 
to the equation 

EORn = (N!/(N - n)!) J d3xn+1 00. J d3xN fmn, 
where 

(4.16) 

and Eo is the ground state energy. Here the ground state 
0, has been written as an extended Jastrow wavefunction 
(2.29) and the coefficients An are defined by Eq. (2.30).' 

(6) Campbell13 has studied the ground state of an N­
particle system using an extended Jastrow wavefunction. 
By varying the function ¢n [introduced in Eq. (2.29)] to 
minimize the energy, he derived the equation 

(0" (H -Eo)[:p(k1 )" ·p(kn): + :p(-k1 )" 'p(-kn):]n)=o, 

(4.17) 

where p(k) is the Fourier transform of p(x). This is 
similar to Eq. (4.11), which can be written as 

(0" (H - EO):p(x1 )' •• p(xn):n)= O. (4.18) 

The Hamiltonian is parity (x - - x) invariant. We expect 
the ground state to be even under parity. Under this 
assumption 

(0" (H - Eo)[:p(k1 )'" p(kn): - :p( - k1 ) •• 'p(- kn):]n) = 0 

by symmetry. Equation (4.17) then implies 

(0" (H - Eo):p(k1 )··· p(kn):n)= O • 

This is just the Fourier transform of Eq. (4.18) and 
hence is equivalent to it. 

(7) If we had not subtracted the ground state energy 
from the Hamiltonian, then by translation invariance 
Eq. (4.11) would contain infinite terms of the form 

(4.19) 

When the ground state energy is subtracted out, (4.19) 
becomes 

J d3
xn+1 J d3

xn+2U 2 (X".. 1 - x".. 2) 

X[Rn+2 (XlO ••• ,X"..2)-R2(Xn+1 -Xn+2)Rn(XlO ••• ,Xn)]· 

(4.20) 

By the cluster decomposition property, 

[R"..2(XlO ••• ,xn+2)- R2 (Xn+1 - x"..2)Rn (xu' .. , xn)) - 0 

as x""Uxn+2 - 00. This allows the integral to converge. 

C. Example: The free Fermi gas in one dimension 

As an aid to understanding Eqs. (4.4) and (4.11), we 
discuss the example of a free Fermi gas in one dimen­
sion in this section. For this example it has been 
shown18 that 

A(x,p)= 2 J dy:p(x)p(y):(x - y)-t, (4.21) 

and 

Rn(x1 , ••• ,xn) = det G(xj - xk ), 
nKn 

(4.22) 

where 

G(X) = sin(1Tpx)/1Tx (4.23) 
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and p is the average density. Thus, in this case 

U(lxl)=O, A 2(x,y)=2(x-y)-1 

and 

(4.24) 

(4.25) 

With these simplifications, Eq. (4.4) takes the form 
n 

(o!ox1)Rn(xu ' .. ,xn)= E 2(xl -xj )-lR/xl , ... ,xn) 
j=2 

+ J dxn+1 2(xl - Xn+1)-l 

(4.26) 

This equation has been explicitly verified in Ref. 18. 

Introducing (4.24) and (4.25) into Eq. (4.11), one 
obtains 

n 

i E o;.Rn(xu .•. , xn) 
j=l 1 

n 

x~ ()2(Xj ,xn+l)Rn+l(XU ..• , Xn) + t J dXn+l J dXn+2 

X{)2(Xn+u Xn+2)[Rn+2(xU ... ,Xn+2) 

-R2(Xn+UXn+2)Rn(Xl, .•. ,xn)], 
where 

()2(X,y) = t(x _ y)-2. 

In particular, for n = 1, Eq. (4. 27) becomes 

O=t J dx2R2(Xl -X2)!(Xl -X2)2 

(4.27) 

(4.28) 

+ t J dX2 J dX3[R3(Xl,X2,X3) - pR2(X2,X3)]!(X2 - X3)2, 
(4.29) 

while for n = 2 we obtain 

i(O;l + o;)R2(xU X2) 

=tR2(XUX2)!(Xl-X2)2+t J dX3R3(XUX2,X3) 

x [(Xl - X3)-2 + (X2 - X3)-2] + t J dX3 J dX4 

x [R4(xU ••• , X4) - R2(X3, x4)R2(xU X2 )]!(X3 - X4)2. 

(4.30) 

A laborious calculation shows explicitly that Eqs. (4.29) 
and (4.30) are satisfied when Rn(xu ••• ,xn) is given by 
Eq. (4.22), and we expect that (4.27) is valid for all n. 

Equations (4.4) and (4.11) have another solution for 
the potential U( I X I ) = 0, namely 

(4.31) 

This solution describes a free Bose gas. Thus, for a 
given potential, we expect Eqs. (4.4) and (4.11) to have 
two distinct solutions, describing Bose and Fermi sys­
terns. This point is discussed further in Sec. 4D. 

The example we have considered in this section can be 
generalized. In Ref. 18, it was indicated that 

A(x,p)=2XJ dy:p(x)p(Y):(X_y)~l (4.32) 

for a one-dimensional system interacting via the poten­
tial U(x)=X(X-l)!x2

, with X~ 1. We expect this system 
to be described by Eqs. (4.26)-(4.27), if the right-hand 
side of each equation is multiplied by a factor of X. 
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D. Selecting solutions having definite statistics 

The example in the previous subsection suggests that 
Eqs. (4.4) and (4.11) are valid for spinless fermions as 
well as bosons. In this section we discuss the Fermi 
case in more detail. First we consider a representation 
for N particles in a volume V and use the correspondence 
with wave mechanics. This representation can be 
defined on the Hilbert space H =Li(VN ), the square in­
tegrable antisymmetric functions of N vector variables. 
Let nF = the free Fermi ground state wavefunction. We 
stress that n F is cyclic for p(j). (This is proved in Ap­
pendix B). As a result, A(x,p) can be defined for free 
fermions. Furthermore, the expansion coefficients An 
defined in Appendix A involve only integrals over 
In I n F 12. Thus, even though n F vanishes at some points, 
the functions An exist since logarithmic singularities are 
integrable. We expect the An computed from n F and the 
free Fermi correlation functions to satisfy Eqs. (4.4) 
and (4. 11) with U( I xl ) = O. (This was established in one 
space dimension in the preceding subsection. In three 
space dimensions, the Rn are known,18 but the coeffi­
cients An have not been evaluated explicitly. ) 

An interacting system of N fermions in a volume V 
can be represented on the same Hilbert space. There­
fore, the ground state for a system interacting through 
the potential U( I xl ) can be written as 

(4.33) 

where nu is a symmetric function and the free Fermi 
ground state carries the antisymmetry. It is easy to 
show that 

K(x)n = [K(x)nu]n F + nu[K(x)n F]' 

Therefore, one can write 

A(x,p)=Au(x,p) + AF(x,p), 

(4.34) 

(4.35) 

where Au(x, p) and AF(x, p) are both multiplicative opera­
tors. One can then expand this A(x,p) in powers of p(j) 
with coefficients 

(4.36) 

These An and the corresponding correlation functions Rn 
satisfy (4.4) and (4.11). Thus these equations can de­
scribe an interacting system of N bosonsor fermions. 

We expect Eqs. (4.4) and (4.11) to remain true in the 
thermodynamic limit. Furthermore, we conjecture that 
they are sufficient to determine a representation of the 
currents. If they are, then statistics can be selected in 
the following way. We expect both (AF)n and (AU)n to con­
verge in the thermodynamic limit. The coefficients 
(AF)n describe the Fermi statistics and the (Au)n arise 
from the interaction. We define AB as the class of A(x,p) 
corresponding to Bose systems (or to the thermodynamic 
limit of symmetric wavefunction). At present we do 
not know how to characterize this class mathematically. 
The class of functionals A(x,p) corresponding to Fermi 
systems can then be written in the form 

AF=AF(x,p) + A B , (4.37) 

where AF(x,p) is the functional computed for free 
fermions. By seeking solutions to Eqs. (4.4) and (4.11) 
for which A(x,p) is restricted to either the class AB or 
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the class AF , a representation of the currents having 
either Bose or Fermi statistics can be determined. 

5. THE ANALOGY WITH CLASSICAL STATISTICAL 
MECHANICS 

There is an interesting analogy between our presenta­
tion of a quantum many-body system in terms of cur­
rents and classical statistical mechanics. This analogy 
is briefly sketched below. 

Using the canonical ensemble for a classical statisti­
cal system of N particles, correlation functions are 
defined by 

(N) - _1 __ 1_ f 3 ••• 
Rn (XU"'' XN) - Z N (N _ n)! d xn+1 

xf d3xN exp(- i3V N)' (5.1) 

where Z N is the partition function, 

ZN== (l/N!) J d3x 1 ••• J d3xNexp(- j3VN ), 

13= (l/kT), 
(5.2) 

and V N(XU ••• ,xN) is the potential for the interaction. 
A generating functional can be defined by substituting 
these correlation functions into Eq. (2.11). For a two­
body potential, 

N 

VN(Xu ... ,xN)=t 6 V(xi -xk ), 
}H 

and the correlation functions satisfy the equations 

-kTV .. Rn(xu ... ,Xn)= t VV(xl -xj)Rn(Xu ... ,Xn) 
1 J =2 

(5.3) 

(5.4) 

These are known as the BBGKY (Bogoliubov-Born­
Green-Kirkwood-Yvon) equations. Observe that the 
ground state correlation functions for a quantum sys­
tem, Eq. (2.12), and the correlation functions for a 
classical statistical mechanics system, Eq. (5.1), 
would be the same if the ground state wavefunction and 
the classical potential were related by 

(5.5) 

Thus, using an extended Jastrow wavefunction for the 
ground state, Eq. (2.29), and assuming a classical 
multibody potential of the form 

1 
VN(XU " .,XN)=6-, '6 V", (x. , ... ,xi ), (5.6) 

m ma Jl'tj2".~Jm.11 m 

we find that the BBGKY equations generalize to Eq. 
(4.4) if we make the identification 

(5.7) 

We also remark that the BBGKY hierarchy can be sum­
marized in a functional equation for the generating func­
tion,20,21 as in the quantum mechanical case. 

To summarize, in order to determine a representation 
of the current algebra associated with a quantum sys­
tem, two sets of equations must be solved simultaneous­
ly: Eq. (4.11), which determines the coefficients An' 
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and Eq. (4.4), which determines the correlation func­
tions Rn' For a classical statistical mechanical system, 
the coeffiCients An can be related directly to the poten­
tial. Therefore, only Eq. (4.4) need be solved. 

The example of Sec. 4C can be used to illustrate this 
analogy. For a one-dimensional quantum system inter­
acting via the two-body potential 

U(x) = .\(.\ -l)/x2
, .\::> 1, 

it has been shown that18 

A(x,p)=2.\J dy:p(x)p(Y):(X-y)-1. 

(5.8) 

(5.9) 

By using Eq. (5.7), a classical system with the two­
body potential 

V(x) = - In 1 xl, 

at a temperature 

kT= (2.\)-1, 

would have the same correlation functions. 22 

(5.10) 

(5.11) 

Such a classical system can be given a simple physi­
cal interpretation. It corresponds to a system of identi­
cal parallel line charges constrained to lie in a plane, 
with the total charge balanced to zero by a uniform 
charge background of opposite polarity. This system is 
the thermodynamic limit of the Coulomb gas studied by 
Dyson. 23 

APPENDIX A 

For an N-particle representation, A(x,p) is given by 
[Eq. (2.27)] 

A(x,p) = J ~X2··· J d3xN:p(X1 ) ••• p(xN):V "I In 1 n 12
, (Al) 

where n is the ground state wavefunction. In considering 
the thermodynamic limit, it is convenient to express 
A(x,p) in the form 

N 1 f 
A(x,p)==E (n-l)! d

3
x 2 ••• 

x f d3xn:p(~)·· ·p(xn):An(xu ... 7Xn)' (A2) 

In this section we show how the coefficients An can be 
defined uniquely in terms of In 1 n 12. 

From the definition of normal ordering, Eqs. (Al) and 
and (A2) amount to expanding lnl nl 2 as follows: 

V .. InlnI 2(Xr, ... ,XN)=6 A1(xj )+ 6~(Xi>Xj) 
1 j j(J 

+ '6~(Xi,X},Xk)+OO •. (A3) 
/(J<k 

To evaluate the functions An(xu ... ,xn), we will need to 
use the following lemma (stated by Campbell13 and dis­
cussed in more detail by FeenbergI4

): 

Lemma: Let F(Xr, ... ,xN ) be a symmetric function 
of N vector variables. Then 

N 

F(xu ... ,xN)=E '6 Fn(Xj , ••• ,X}), (A4) 
ncO 1"Jr<i2<' •• <J n"'N 1 n 

where 
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and 

f 

cfXm+1 f cfXN F( ) 
Cm (Xl1 •.. ,Xm)= -V-··· -V XU'" ,XN . 

(A6) 

Proof: We introduce Fourier transforms as follows: 

F(Xu ' .. ,XN)== (l/V)N:B ••• :B F(~, ... ,kN) 
1t1 tN 

N 
X IT exp(ik

j 
• x.) 

1=1 J 

(A7) 

and 

F(ku .. . ,kN)=ld3Y1···J d3YN F(yU" "YN) 
v v 

x t1 exp( - ik
j 

• Yj ). 

1=1 
(A8) 

We can rearrange the summations in Eq. (A7) in such a 
way that 

:B ... :B = t :B (:B ... ~ ) It -0 

Itl ItN n=O 1"'l
l
(j2(···(J n"'N tJ1~0 kJn~ r 

if j*ju ... ,jn (A9) 

Thus, 

(A10) 
where 

Fn(Xu ... ,xn) 

= (l/V)N:B ••• :B F(kl1 • •• ,kn'O, ... ,0) 
1t1~0 I<n*o 

f cfYn+l fd3YN ( ) X -V- •.• V Fyu'" 'YN' (All) 

Since (l/V)~t*oexp[ik.(x-y)]= o(x-y) - (l/V), Fn(xu 
... ,x.) can be written in the form shown in Eqs. (A5) 
and (A6). 

Finally, applying this lemma to the function 
lnl 01 Z(xu ... ,xN ) and using Eq. (A3), we obtain 

An(x1 , ••• ,xn ) 

=Vz (-l)n.t (_l)m ~ cm(XJ ' ••• ,x. »), 
1 m=O J

1
(J

2
( ••• (J

m 
1 J m 

(A12) 
with 

Cm(XU ••• ,Xm)= f d3~m+l : •• f d3~ lnI01 2(xu .' .,XN). 

(A13) 
As an aid to understanding this procedure we consi­

der the example of a system of N particles on a ring of 
length L interacting via the two body potential 

U(X) = x(X -l)[(L/1T) sin(1Tx/ L)]-2. (A14) 

Sutherland has shown that the exact ground state for 
this system is given by22 
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O(N)(X
U

" .,xN)=(const) IT Isin[1T(xj -xk )/L)IA. 
N~;>k"l 

In accord with Eq. (A13), let 
LI2 LIZ 

C~N)=J dXn+l ••• j ~lnlolz. 
-L IZ L -L 12 L 

It is not difficult to show that 

CbN ) = In(const) + tN(N - 1)c, 

dN)=tN(N -1)c, 

and, for n:;> 2, 

(A15) 

(A16) 

(A17) 

C(N) = 2x:B lnl sin[1T(x. -xk)/L]I + t(N - n)(N+ n-1)c, 
n jQ J 

where 

f /2
d 

c=2X ;In!sin(1Tx/L)!. 
-L IZ 

Furthermore, using Eq. (A12), one finds that 

Ao = a Xl [In(const) + tN(N - 1)c] = 0, 

A z= oxJ2Xln I sin[1T(x l - x2 )/ L] I - c] 

= 2X(1T/ L) cot[1T(Xl - xz>j L), 

and, for n*O or 2, 

An= 0"1 {O}= 0. 

(A18) 

(A19) 

In the thermodynamic limit, the potential (A14) ap­
proaches the limit 

U(X)=X(X-1)/~, (A20) 

while 

Az(xuxz)-2X/(Xl-XZ) asN,V-oo andN/V-p, (A21) 

and, for n*2, An=O. Thus, A(x,p) exists in the thermo­
dynamic limit, even though we do not have a wave­
function in this limit. 

APPENDIX B 

A system of N fermions in a box of volume V is de­
scribed in the Hilbert space of square integrable anti­
symmetric functions of N vector variables, H = L~ (VN). 
The free Fermi groundstate is an element of H, and it 
can be verified directly that it vanishes only on a set of 
measure zero in this space. In this appendix we show th 
that any wavefunction 0 E.H which vanishes only on a 
set of measure zero is cyclic for the fields p(j). 

Let 1ji E: H. Formally, 

(B1) 

is the operator of multiplication by (1ji/n)(xu ... ,xN), 
and 

1ji= J d3Yl'" J d3YN(1ji/0)(yu ... 'YN):P(Yl)" ·p(YN):O. 

(B2) 

Equation (B2) holds if (1ji/0) is a valid test function. 
However, this may not be the case. As a result, we 
need to show that (1ji/0) can be expressed as a limit of 
test functions and that Eq. (B.2) holds in the limit that 
the test functions converge to (1ji/0). 
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Let 

{
I/J if !I/J(x) I ,,; N 

I/JN(X) = 0 if II/J(X) I > N. 
(B3) 

By Lebesque's dominated convergence theorem, (,UN -I/J. 
Let V,={x;ln(x)1 <€} and let f..L(V) be the Lebesque mea­
sure of the set V. Then f..L (V,) - 0 as E - 0 since we have 
assumed that n vanishes only on a set of measure zero. 

Let 

{
(I/JN/n) (x) for xi V, 

X (x)= ',N 0 for XE V,. (B4) 

The function X.,N is bounded and measurable. As a re­
sult it is a valid test function. Choose E(N) such that 

~f..L(V'(N))-O asN-oo. 

We can now show that 

XN= J d3YI o. 0 J ~YNXe(N),N(Yu .•. ,YN ): 

x:P(Yl)ooop(yN):n-if! as N-oo 

as follows. Note that 

Since 

and 

IIif!N-if!II-O, asN-oo, 

it follows that 

IIXN - if!//- 0, as N- 00. 

(B5) 

(B6) 

(B8) 

(B9) 

Hence, any if! EO H can be expressed as the limit of a 
polynomial in the p(j)'s acting on n, and thus n is cyclic 
for the field p(j). 
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An approximate method for dealing with nonrelativistic many-body quantum systems having short range 
interactions is developed using local currents. The scheme is based on determining approximate 
representations of subalgebras of the local currents. This mathematical framework is used to discuss several 
approximation schemes. 

1. INTRODUCTION 

In a previous paperl we used local currents as vari­
ables to describe nonrelativistic quantum systems in the 
thermodynamic limit. We derived two coupled functional 
equations which determine simultaneously the repre­
sentation of the local currents and the ground state as­
sociated with a given Hamiltonian. Each functional equa­
tion is equivalent to an infinite set of coupled integro­
differential equations which form a hierarchy of a type 
frequently occurring in the study of systems having an 
infinite number of degrees of freedom. An approxima­
tion method is needed which somehow replaces this in­
finite set of equations by a finite set, which can then be 
solved. In this paper we outline one method for doing 
this, which can be interpreted as a scheme for con­
structing approximate representations of a local current 
algebra, in a sense to be defined later. 

The approximation method to be discussed here is 
aimed at describing systems with a large number of 
particles interacting through a potential having a short 
range and a repulsive core. The first step in the ap­
proximation is to restrict the representation of the cur­
rent algebra to a finite volume V. This results in a Fock 
representation for the local currents. The number of 
particles in the volume is not fixed but the average num­
ber is determined by the average density. We may then 
restrict the number of degrees of freedom since physi­
cally we expect the probable number of particles in V 
to be peaked about the average. The second step is to 
cut off the interaction, which is done by including only 
the interactions of particles within the volume V. This 
is motivated by the short range of the potential which, 
physically, we expect to result in short range correla­
tions and limited clustering of particles. By restricting 
our attention to a finite volume we are in effect con­
sidering a subalgebra of the local currents. Our scheme 
determines an approximate representation of the sub­
algebra. By considering larger and larger volumes we 
can obtain a representation of the current algebra as an 
"inductive limit" of the approximate representations of 
the subalgebras. 

The approximations we develop are similar to those 
used by other physicists2 in studying quantum liquids 
and gases in which the ground state is expressed as an 
extended Jastrow wavefunction. The local currents and 
their representations form a mathematical framework 
for discussing such approximation schemes, and we 
also believe that they aid in justifying and understanding 
the physical nature of these apprOXimations. The setup 
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is also suggestive of other more general approximations. 
In addition, it may be possible to carry this approach 
over to relativistic field theory in which similar prob­
lems arise as a result of the infinite number of degrees 
of freedom. It may then be possible to adapt the approxi­
mations developed here for many-body systems to 
particle physics. 

2. CURRENT ALGEBRA FRAMEWORK 

The appropriate currents for describing nonrelativis­
tic quantum systems are the number density of particles 
p(x) and the particle flux density J(x). The smeared 
currents p(j)== f p(x)j(x)d3x and J(g)== fl(x) • g(x) d3x 
form a local current algebra. Representations of this 
algebra are discussed in detail in Refs. 3-7. The re­
sults of our previous paperl concerning the Hamiltonian 
and the dynamical determination of current algebra rep­
resentations are summarized below. 

A. The Hamiltonian and generating functional 

The Hamiltonian for a system of identical spinless 
partic les interacting via a two -body potential U( I x I ) is 
formally given by8 

+t f ~x f d3
y:p(x)p(y):U(lx_yl), (2.1) 

where 

K(x) == V p(x) + 2iJ (x). (2.2) 

In order for the formal expreSSion for H to exist, an 
appropriate representation for the currents must be 
found. In such a representation, the Hamiltonian can be 
written in a well-defined manner ass 

(2.3) 

where 

K(x) == K(x) - A(x, p) 

and A(x,p) is a multiplicative functional defined by its 
action on the ground state n, given by 

K(x)n==A(x,p)n. (2.4) 

For later reference, we note that A(x,p) can be ex­
panded as follows: 
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(2.5) 

We also remark that the coefficients An can be written 
in the form 

An+I(x,yu' .. .Yn)= Vxln¢!+I(x.Yu ... 'Yn)' (2.6) 

where each ¢n is symmetric in its arguments, so that 
VXAn= O. 

A representation of the current algebra can be de­
fined by the functional A(x,p) and the generating 
functional 

L(/J= (O,exp[ip(/J]O). (2.7) 

It will also prove useful to have a series expansion for 
L(/J. In terms of ground state correlation functions 
Rn(xu ... ,Xn), such an expansion is given by 

L(/J=!d n~ f d3x I "o f d3xn F(X1 ) 00 of(Xn)Rn(Xu ... ,xn ) 

(2.8) 

where 

F(x) = exp[ij(x)]- 1 

and Rn(xu ... ,Xn) is the nth ground state correlation 
function. 

The representation of the local currents associated 
with a given Hamiltonian is determined by two coupled 
functional equations relating A(x,p) and L(/J. When the 
expansions (2.5) and (2.8) are sUbstituted into these 
equations, the following set of equations relating the 
expansion coefficients An and Rn resultI: 

XAm+1(X1,Xj •• ·x, ,xn+!· 0 'xn+T)Rn+T' 
I m.,. 

n= 1,2, ••• , (2.9) 

and 

t tv~ Rn(Xu ... ,Xn ) 
j;ol J 

= - t f d3Xn+I V;"'I{Rn+I (Xu' .. ,Xn+I) 
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XRn(Xu ... ,Xn)] 

where 

(2.l0) 

U2 (x,y) = -t [(V. A2 )(x,y) + (v· A2)(y,x)] + U( Ix - y I), 

(2.11) 

and, for n* 2, 

11", 
Un(XU " "Xn)=--8-( -1)1 L..J (VI o An)(x. ,. n . perm 1 

. ,X. ). 
n 

(2.12) 

A quantity of particular physical interest is the ground 
state energy per unit volume, «E/V)(x». This is given 
by 

~ 

«E/V)(x» = - tv2R1(x) + E (l/n!) 
n·l 

x f d3x 2 •• 0 f d3xnUnRn(x,~, ... ,xn ). (2.13) 

We remark that in the thermodynamic limit one can en­
sure that Eqs. (2.9) and (2.10) describe the ground state 
by imposing translation invariance and the cluster de­
composition property. 

The main difficulty in solving these equations is that 
they form an infinite hierarchy in which an equation for 
one correlation function involves higher correlation 
functions. In the following, we shall consider how this 
hierarchy might be truncated in a physically reasonable 
manner. 

B. Restricting the representation to a finite volume 

We restrict the representation of the local currents to 
a volume V by considering the subalgebra of smeared 
currents with test functions having support in V. If supp 
fe V, the expansion for the generating functional, Eq. 
(2.8), can be written as5 

x n exp[ij(xj)]Pn(V;xu ... ,xn), (2.14) 
j_I 

where 

(2.15) 

The coefficients P n have the interpretation that 

(l/n! )Pn(V;Xu ... ,xn) 

(

the probability in the ground state for finding 
= n particles at the points Xu ... ,xn in the 

volume V with the remaining particles outside 

By comparison, the interpretation of the coefficients 
Rn is that: 

(1/ n! )Rn(xu ... , xn) 

(

the probability in the ground state for finding n) 
= particles at the points Xu ... , xn regardless of . 

the positions of the remaining particles 
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For xl> ... ,Xn E V, the Rn's can be expressed in terms 
of the Pn's as follows: 

R.(xu ... ,Xn) 

=t + [ d3xn+l ••• [ cfx.+,p n+j(xu ... ,xn+j ). (2.16) 
j=O J. }y }y 

The restricted representation is the direct sum of N 
particle representations (Fock space). The number of 
particles in the volume V is not fixed. The average num­
ber of particles is 

(2.17) 

where p is the average density. For systems having 
short range forces with a repulsive core we expect short 
correlation lengths and little clustering together of 
particles. Consequently, only the coefficients p. with n 
near N av should be important. This suggests that we can 
approximate Eqs. (2.9) and (2.10) taking into account 
only these Pn's. 

C. Truncating the interaction 

The R.'s can be written in terms of P n only if the 
arguments Xu ... ,x. are inside the volume V, Eq. 
(2.16). As a result, it is necessary to truncate the in­
teraction if one is going to approximate Eqs. (2.9)­
(2.10) using the Pn's. 

Inside V, the particles interact through the two-body 
potential U( I xl). In addition, the potential results in in­
ter actions between particles inside V and those outside. 
Since we are assuming the potential has a short range, 
these are limited to particles near the boundary. Let us 
estimate the number of interactions within V, Np com­
pared to the number between particles inside V with 
those outside, NJ. Let r= the range of the interaction 
and S = the surface area of V. The number of particles 
within the interaction range of a given particle is n-py. 
Thus the number of interactions within V is Nr-npV, 
while the number of interactions between particles in­
Side V and those outside V is NJ~nprS. Hence the ratio 
(N;/Nr) -(rS/V) goes to zero as the volume gets large, 
provided the volume is not too pathological in shape. As 
a result, it is a reasonable approximation to ignore the 
interaction between particles inside and outside of V, 
provided V is sufficiently large. We can incorporate this 
approximation into our system of equations by limiting 
all integrals to the volume V in Eqs. (2.9)-(2.13). 
Substituting Eq. (2.16) into Eq. (2.9), we then obtain 

(2.18) 

where 

0n(Xu ... ,xn) 

= (Vx - t ( 1 1)' t Am(xj , ••• ,Xj 0 (2.19) 
1 mol m - . (j;j 1=1) 1 m') 

and L {j;}I=I) is the sum over the set of indices 

{1';:;jUj2" .. ,jm';:; n;j" *j. if p*q andjl=1}. 
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USing Eq. (2.16) together with Eq. (2.10), we also 
obtain 

{Q.-Ey}P.(Xl> ••• ,x.) 

= - f; 4 i d3Xn+l ••• ( d3Xn+T{Qn+T - Ey} 
T=l r. y }y 

(2.20) 

where 

and Ey is the total energy in the volume V, given by 

(2.22) 

These equations have a simple structure. Each Pm 
is coupled to the higher P.'s by multiplying by an opera­
tor On or Q. and then integrating out (or averaging over) 
the extra variables. This suggests that we can interpret 
the surroundings outside the volume V as a resevoir of 
particles which provides the source of the coupling 
among the Po's. Thus, even though we have truncated 
the interaction, there remains an influence of the outside 
surroundings through the particles supplied to the 
volume V by the reservoir. 

D. Analysis of Eq. (2.18) 

We can find a simple solution to Eq. (2.18) in the 
following way. Suppose 

( Vx - t ( 1 1)' t Am(xj , ... ,Xjm») 
1 mol m - . !,njI=l) 1 

(2.23) 

A set of Pn's satisfying Eq. (2.23) will also satisfy Eq. 
(2.18). Furthermore, the different Pn's in such a set 
are not independent because they are related to each 
other through their dependence on the A 's. Now, to 
solve Eq. (2.23), we letl • 

A.(xu· .. ,Xn)= 2V
ZI 

In <Pn (xu ... ,xn) 

and 

• n 

<PJx1 , ••• ,x )=e n n cp (x. , ... ,x
J
'
m

)' 
.. • n m=l In m J I 

(2.24) 

(2.25) 

where en is a constant. Then Eq. (2.23) and hence Eq. 
(2. 18) is satisfied if 

Pn(XU ' .. ,xn)= [<pn(x1, ... ,x.) [2. (2.26) 

We can justify this form for the Pn's and determine 
the constants en by reference to the thermodynamic 
limit. Consider a large volume w containing N particles. 
We express the ground state of the system as an 
extended Jastrow wavefunction, 

N N 
n = (11 / W N )I/ 2 1I n cp<w)(x x ) 

W w m=l Ii} m j l' ... , 1m ' (2.27) 

where l1w is a normalization constant. The functions cp~w) 
are symmetric and can be uniquely defined by imposing 
the conditionsl

,9 
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fw d3xn In 1 c:f>~w)(Xl> .•• , Xn) 12= O. (2.28) 

Here we only consider systems having interactions of 
short range, r. The condition (2.28) then implies that 
c:f>~w)(Xl>" .,xn),=<! when Ixi-xkl >r. 

We next determine the form of the P 's for a sub­
volume V small compared to the volumne w but large 
compared to the interaction volume r. The P /s are 
defined by 

P~w)(V;Xu • •. , x,,) = [N!/(N-n)!](17jw N) 

xf d3Xn+1ooof d3XNIOw(xu""XN)12. 
w-v w-v 

(2.29) 

We can split Ow into three factors 

and 

N N 
X(X1 , ••• XN)= n n c:f>~w)(x. , ••• ,Xi ). 

m=l !i;ik"n,ik'>n} '1 m 

If the variables {Xi;j ~ n} lie within the subvolume V and 
are a distance r or greater away from its boundary, 
then X'" 1 when the variables {Xi;j > n} lie outside of V. 
The function ~n can be considered an "approximate" 
wavefunction for n particles in the subvolume V. This 
is a result of the cluster decomposition property; as 
particles get far apart, their interaction diminishes and 
they become independent. Consequently, when the n 
particles in the subvolume V are far from the boundary, 
the effect of the particles outside can be neglected, and 
the wave function should factorize. Therefore, 

P~w)(V;X1' ••. ,xn ) 

'" (N! I(N - n)! (II wn)(1 - vi w)N-n I ~n(xl> ... ,x) 12 

xf d3x "·1 d3 x [17 I(w - v)N-n] w-v n+l w-v N w 

(2.31) 

In the thermodynamic limit (N - 00, w - 00 such that N / 
w - p, the average density) we expect 

(2.32) 

and 

(2.33) 

As a result, 

P~w)(Xu ••• ,xn) - Pn(Xl1 ••• ,x
n

) 

"'pnexp(-pV) IT ITc:f>2(X" ... ,Xi ), 
m~!i} m -1 m 

(2.34) 

for Xl' . . . ,xn contained in V and farther from the 
boundary than a distance r. As V gets larger, we expect 
the boundary effects to be less important and Eq. (2.34) 
to become a better approximation for P n • This should 
result in the proper normalization for the P/s, namely, 
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as V - 00. However, for finite V we must normalize the 
Pn's. The normalized P/s are given by 

Pn(Xl>" .,xnl= Icn l2rl IT ¢!(xi , ... ,xj ) (2.35) 
m=l (f} 1 m 

where 

This is the form for the P/s [Eqs. (2.25) and (2.26)] 
that we obtained from Eq. (2.23). 

E. Analysis of Eq. (2.20) 

We have related the functions Pn and An to a set of 
functions c:f>n' These are determined by substitUting Eqs. 
(2.24)-(2.26) into Eq. (2.20). This results in the set 
of equations 

~n(Hn - EY)~n 

= -~ !t f ~Xrr+1 0', f ~x""r ~""r(Hn+r - EY)~n+r' 
(2.37) 

where Hn is the Hamiltonian for n particles interacting 
via the potential U( I x I ), 

n 

Hn=-i 6 V!.+i6U(lxf -xk l), 
i=l J i>k 

(2.38) 

and Ey is the ground state energy associated with the 
volume V, 

(2.39) 

The set of equations (2.37) is equivalent to the varia­
tional equations 

(2.40) 

Thus Eqs. (2.37) and (2.39) determine a local extremum 
of the energy and play the same role as Schrodinger's 
equation. In the thermodynamic limit the ground state 
can be selected by imposing translation invariance and 
the cluster decompOSition property on the functions Rn' 
For finite VOlumes, these conditions are replaced by 
selecting the p/s which minimize the energy Ev. 

In order to obtain Eq. (2.37) from the variational 
equations (2.40), we need to impose a boundary condi­
tion on the functions ¢m' The most reasonable condition 
to impose is that the normal derivative of ¢m vanishes 
on the boundary of V: 

noVx c:f>m(~' ..• ,xm)1 =0. 
f xjEav 

(2.41) 

This is consistent with the condition 

¢n(XU " .,xn)-l as Ixi-xkl-oo, (2.42) 

which we expect to hold for systems with a short range 
interaction. 

For the thermodynamic limit to exist we need to im­
pose the constraints given by Eq. (2.28). We can in-
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corporate these constraints into the variational equations 
using Lagrange multipliers. Thus, instead of Ey, we 
minimize 

X 6 An(X1 , ••• ,xn_1)lnl<pn(xu " .,xn)12. 
porm 

Then, from 

oEy/o<Pn=O, 
we obtain 

= 6, J3xn+1 '" d xn+rq;n+r(Hn+r-Ey)q;n+r' "'1J t 3 

reO r. y 

so that Eqs. (2.45) and (2.28) replace Eq. (2.37). 

F. Discussion 

(2.43) 

(2.44) 

(2.45) 

Since we have cut off the interaction in order to ob­
tain equations to determine the P/s, we can expect rea­
sonable results only away from the boundary of the 
volume V. There are several quantities that can be 
examined to estimate the accuracy of the approximation. 
The P/s can be used to calculate R1(x), for XE V. By 
translation invariance, the exact value of R1(x) is p. 
Thus we can use the quantity I Rl (x) - pi /p as a measure 
of the degree of accuracy of the approximation. Similar­
ly translation invariance requires Al (x) = 0 and the 
energy density (2.13) to be constant. These quantities 
can also be used to test the accuracy of the 
approximation. 

If a knowledge of the representation of the currents 
over a larger region of space is desired, or if one needs 
greater accuracy over a given region of space, then a 
larger volume V can be considered. We expect that, as 
V - 00, the equations discussed in this section deter­
mine the representation of the currents exactly, at least 
for systems having short correlation lengths. 

3. TRUNCATING THE NUMBER OF DEGREES 
OF FREEDOM 

So far, by truncating the interaction to the volume V 
we have obtained a set of equations for the ground state 
probability distributions Pn and the functions An charac­
terizing the ground state. Both sets of functions {Pn} and 
{AJ can be expressed in terms of a set of functions {<pJ 
by means of Eqs. (2.24) and (2.35). These functions are 
to be determined by minimizing the energy in the volume 
V, Eq. (2.39), subject to the conditions (2.28) and 
(2.41). We still have an infinite set of functions to solve 
for, since there may be an arbitrarily large number of 
particles in the volume V. However, we expect the 
probability for finding a large number of particles to be 
small, and the degrees of freedom they r&present to be 
inSignificant. Therefore, as a further approximation 
we will truncate the P 's by setting P = 0 for In - NI 
large, where N is the naverage numbe; of particles, pV. 
Since, according to Eqs. (2.25)-(2.26), the p/s can 
be expressed in terms of <Pm's having m"" n, when we 
truncate the P:s we are in effect also truncating the 
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<Pm's and the An's. This is physically reasonable since 
the <Pn's (or An's) describe correlations in the ground 
state. If we limit the number of particles in V to N, 
then there can be at most N-body correlations. 

As a result of these approximations the system, re­
stricted to a volume V, is describ~d by a finite set of 
functions <Pn' Variations of this general scheme are con­
sidered in the next subsections. 

A. Recovering the N/V limit 

The probability of finding n particles in the volume 
V is given by 

Pn=~ r d3x l '" (J3xnPn(Xu " "xn)' (3.1) 
n. Jv )y 

Using Eq. (2.35), we find that 

(3.2) 

Since <Pn(XU" .,x")",1 when Ix} -xkl »r, we expect 
the most important P n's to be those for which n is 
peaked about the average number of particles N=pV, 
owing to the multiplicative factor (1/ n! }pn exp( - pV). 

We now consider the approximation which results 
from keeping only PN' The energy of the volume V, Eq. 
(2.39), then reduces to 

E _Iy d3x 1 "'IyaaxNifiNHNifiN 
y- Iyd3Xl"OIyd3XNlifiNI2 , 

where 

(3.3) 

(3.4) 

Varying the functions <Pm so as to minimize Ey subject 
to the constraint (2.28) leads to the equations 

(3.5) 

for n= 0, 1, ... ,N. This can be written in terms of 
correlation functions and is equivalent to Eqs. (2.10)­
(2.12) when the integrals extend over the volume V, with 

Rn(xu ... , xN) 

~
(N!/{N -n)l ) Iy d3Xn+l 00 ° Iy d3xNI 1PN(xp ... ,xN )1 2 

fyd3XI·oOfyd3xNI1PN(Xu""XN)12 , 

for O""n""N, 
O,forn>N. (3.6) 

and 

(3.7) 

These Rn also satisfy Eq. (2.9) under the same restric­
tions. By the Rayleigh-Ritz principle, these equations 
are equivalent to Schrodinger's equation for N particles 
in a volume V, 

HN1PN=Ey1PN' 

Similar equations have been derived previously by 
Campbell. 9 

(3.8) 

To determine a representation of the currents in all 
space, we would have to consider larger and larger 
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volumes V. Thus this approximation just recovers the 
thermodynamic limit, in which N-oo and V-oO in such 
a way that N/ V - p. In the next section we consider ad­
ditional approximations which simplify this scheme. 

B. Approximations fo the Jastrow wavefunction 
type 

Since we are considering potentials with a short range 
r, for a given average density p every particle interacts 
on the average with N[ "" pr other particles. Thus we 
expect the correlations to be described fairly well by 
the <P;s with 11 ~ N[. This amounts to approximating <P

N
, 

Eq. (3.4) in the previous section, by 
N[ N 

<PN(~' .•• ,xN )= n n <Pm(x, ' ... ,x. ). (3.9) 
m-l {j) 1 )m 

We again determine the <Pm by varying them so as to 
minimize the energy (3.3). This leads to the set of 
equations (3.5) with N ~ N[. 

In the case when N[ = 2, <PN is known as a Jastrow 
wavefunction. These have been used by many physiCists 
in the study of the ground state of liquid helium and 
other problems. 2 They start with Eq. (2.9) (in all space) 
which can be written 

VX R2(Xl>~)=A2(Xl>~)R2(XU~) 
1 

+ 1: A2(Xl>Xs)R3(Xl>~,Xs)d3X3 (3.10) 

and 

E= t 1: d 3x2 [ - tv. ~(Xl>~) + U( IXl - ~ I )]R2(xl>X2), 

(3.11) 

where 

(3.12) 

The system of equations is closed by relating R3 to R
2

, 

for example, by means of the Kirkwood superposition 
approximation: 

(3.13) 

By substituting Eq. (3.12) into Eq. (3.10) one can solve 
numerically for R2 given A2 , and then compute E as a 
functional of A2 • Then A2 is varied to minimize E. Re­
cently several physicists9

-
11 have considered going be­

yond this approximation. They use a wave function of 
the form (3.9) with Nr > 2. The resulting scheme is 
known as an extended Jastrow approximation. 

The point of view adopted in this paper is quite dif­
ferent. We limit ourselves to a finite volume and trun­
cate the equations by using the P/s instead of the R;s, 
as opposed to working in an infinite volume, keeping 
only R2 and relating Rg to R2 by the Kirkwood superposi­
tion approximation. 

C. An approximation scheme allowing for particle 
fl uctuations 

For a given volume V we expect to obtain a better 
approximation by allowing the number of particles to 
fluctuate about the average value. Since the probability 
of finding 11 particles in a volume V is peaked about N 

=pV, we consider those Po with n centered about N, 
i. e. , with N - ~ ~ 11 ~ N + ~ for some integer ~. All the 
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other P;s are approximated by zero. We also take into 
account only those <Pn with n ~ N[ = pr. 

Let 

(3.14) 

Then P n is given by 

Pn(xl , ... ,xn) = I <Pn(XU .•. ,Xn) 1
2/:--&: (l/n!) 

xJ d3xloo'ld3xnl<Pn(Xu" .,X)12. 
V V 

(3.15) 

In this approximation, the energy in the volume V is 

E _ Z::#-Ll. (1/ n! ) IV d3Xl ••• Iv d3Xn <P..Hn<Pn 
v - ",,"~+1i (l/n!) I d3x ••• I d3x I ,I, I 2 un-N-Ll. V 1 V n '+'n 

(3.16) 

Varying <Pn, constrained by Eq. (2.28), to minimize Ev 
now leads to the equations 

(3.17) 

for n ~ N[ and where An is a Lagrange multiplier. This 
equation, together with Eq. (2.28), can then be used to 
solve for An and <Pn' 

D. Discussion 

The main point is that approximate information about 
a small part of an infinite system can be obtained by 
considering a relatively small number of degrees of 
freedom. The degree of translational invariance can be 
used as an indication of the accuracy of the approxima­
tion. If more accurate results are required, then either 
more P;s and <p;s can be taken into account or a larger 
volume V may be considered. By allowing the number of 
particles to fluctuate we expect to get reasonable results 
with a smaller volume (and hence a fewer number of 
variables) than would be needed for the Jastrow wave 
function type approximation discussed in Sec. 3B. 

4. APPROXIMATING REPRESENTATIONS OF A 
LOCAL CURRENT ALGEBRA 

The representations of the local p, J current algebra 
provide a mathematical framework for describing non­
relativistic many body systems. For systems having an 
infinite number of degrees of freedom, the problem of 
finding a representation of the local currents appropriate 
to a given interaction is interlocked with that of solving 
the dynamics. In this section we discuss how the ap­
proximation schemes presented in Sec. 3 are related 
to approximating representations of the local currents. 
The definition of an approximating representation com­
bines two mathematical concepts: "inductive limit" and 
"approximating Hilbert spaces. " 

A. The inductive limit 

For nonrelativistic systems of spinless particles, the 
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representations of the local currents of physical interest 
are cyclic for the p's. Consequently, the Hilbert space 
for these representations is determined by a 
representation of p(x). 

Let W be the algebra formed by the smeared currents 
p(j). Let {v,,} be a sequence of larger and larger volu 
volumes, V,,::::l V ... if n> m, tending to infinity, U" V" = R3. 
Let a" be the subalgebra formed by the smeared cur­
rents p(j) with the test functions restricted to have sup­
port in V". Clearly, W m e~" if m < n. The sequence of 
subalgebras {W,,} converges to an algebra, called the 
inductive limit of the sequence. We now describe the 
sense in which the inductive limit is just the algebra W. 

Suppose II is a representation of the algebra W. It is 
defined by the generating functional L(j), Eqs. (2.7) 
and (2.8), which in turn is determined by a set of cor­
relation functions {RJ. Subrepresentations II" can be 
constructed by restricting II to the subalgebra Wn • The 
generating functionals for these L,,(j), Eq. (2.14), are 
determined by a set of probability distribution functions 
{p ... (V,,)}. 

Conversely, suppose we are given a consistent set of 
representations, one IIn for each W". By consistent we 
mean that L,,(j)=Lm(j) if n> m and suppfe Vm. From the 
probability distributions for the volume V" we can com­
pute the correlation functions Rm(~' ... ,x ... ) for Xj E V"' 
Eq. (2.16). The consistency condition insures that the 
same R ... is obtained from the probability distributions 
for overlapping volumes. Since the volumes V" form an 
increasing sequence tending towards infinity, we can 
compute the correlation functions in all space. These 
determine a generating functional L(j) and hence a rep­
resentation II of the algebra W. 

Remark: The inductive limit we have defined is simi­
lar to one used in classical statistical mechanics. 12 

There, a state on a C*-algebra is considered, rather 
than a representation of a local current algebra. The 
inductive limit is then expressed as a weak-* conver­
gent sequence of states on increasing subalgebras. A 
representation of the local currents can be used to de­
fine a C* -algebra formed by the exponentiated currents3

; 

norm closure of W = span{exp[ip(j)), exp[iJ(g)); for all 
test functions f and g}, where the norm on a is defined 
by the representation. The C* -algebra defined from dif­
ferent representations is not necessarily the same since 
the norm, and hence the closure may be different. Since 
systems with different interactions are described by 
different representations, the C* -algebra for a given 
system is not known a priori. 13 

B. Generalized inductive limit 

In order to obtain a set of equations for the distribu­
tion functions p,,(Vm ), we had to truncate the interaction 
to the volume V .... Therefore, the equations only deter­
mine the function P" approximately. Consequently, in 
order to determine a representation of the local currents 
we need to generalize the concept of an inductive limit. 
Let II" be the approximate subrepresentation of the cur­
rents for the volume V" determined by the approxima­
tion scheme of Sec. 3. Let II .... " be the subrepresenta­
tion formed by restricting II" to the subalgebra W ... 
(where n> m). We expect the approximate subrepresen-
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tations to converge in some sense as n - 00, 

II""" - II"" (4.1) 
since physically the surface effects we neglect become 
negligible as the volume increases if the co.rrelations 
are short range. Furthermore, we expect II", to form a 
consistent set of subrepresentations and their inductive 
limit to determine a representation of the current 
algebra. 

The convergence of the subrepresentations II ... ," can 
be defined using their generating functionals L"",,(j). 
Each generating functional defines a set of probability 
distribution functions {Ph."(V,,,), k==1,2, •• o}. We ex­
pect these functions to converge 

Ph."(V,,,)-Pk(V ... ) as n- oo • (4.2) 

The set of functions {i\(V ... )} then defines a generating 
functional and hence a representation ti",. 

Combining these ideas with the inductive limit, we 
see that the representation of the current algebra can be 
determined from the approximate subrepresentations 
II" as follows. The probability distributions associated 
with the subrepresentation II" determine an approximate 
set of correlation functions Rk"I(X1 , ••• ,xk ) for Xj E V"' 
Eq. (2.16). The same correlation functions are not ob­
tained for overlapping volumes as would be the case for 
a consistent set of subrepresentations. However, we 
can form a generalized inductive limit since for a given 
volume the correlation functions converge; Rl"l(~, 
••• ,Xk) - Rk(XlI ••• ,~) for Xj E V'" as n - 00. By con­
sidering larger and larger volumes V ... we can obtain 
the correlation functions in all space. These can be used 
to define a generating functional and hence a represen­
tation of the currents. 

C. Approximating Hilbert spaces 

It is instructive to consic!er the convergence of the 
subrepresentations II .... " - lIm in terms of approximating 
Hilbert spaces. 14 These are defined as follows. Let H 
be a Hilbert space with inner product (0, 0) and let H" be 
a sequence of Hilbert spaces with inner product (0, .)" 
together with the linear maps T" from H to H". The 
spaces H n approximate H if 

(i) II Tnll"'; const 

and 

(ii) lim(Tnl/J,T"l/J)n==(l/J,l/J), for alll/JEH. 
17-'" 

We say a sequence of vectors {l/J"EH"} converges to 
l/JEH if 

lim 111/117- T,,1/I II 17 = 0, (4.3) 
17-'" 

and we say a sequence of self-adjoint operators p" on 
H" converges to a self-adjoint operator p on H, if for 
all sER and l/JEH 

~~IE II exp(isP")T"l/J - TI7exp(isp)l/J1117= O. (4.4) 

The cyclic representations II .... n of the subalgebra W", 
are defined on the vector spaces H"'.I7={span P(jl) 
•• 0 P(jk)O ... ,,,; supp fJ E V ... with 0 .... " a cyclic vector 
(ground state)} together with an inner product which is 
defined by the generating functional L",)/1.15 

Let us define the linear mapping Tn: Hm." -H ... by 
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(4.5) 

Under these mappings the spaces Hm•n approximate Hm' 
This concept can be used as the definition of convergence 
of the subrepresentations llm.n - tim' 

D. Summary 

We believe the concept of approximating representa­
tions may be useful in other contexts. We conclude by 
stating an abstract definition of this concept. By a 
sequence of approximating representations of the al­
gebra 91 we mean the sequence consisting of a represen­
tation ll" for each subalgebraw " such that 

(0 W = ~ ?ln' 

(ii) W n+l:::l W"' 

(iii)Wll - U as n - 00 in the sense of approximating _.n m 

Hilbert spaces, 

(iv) the Um are a consistent set of subrepresentations, 

(v) the inductive limit of Um is a representation II of W. 
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It is proved that a necessary and sufficient condition for a shear-free JleIfect fluid to be lrrotational i§ that 
the Weyl tensor be pure electric type. For shear-free isentropic flow with unit tangent u a, we fmd the 
conservation law \l a(n 113iw u a) = 0, where i is the relativistic specific enthalpy, 'tis the conserved particle 
number density, and w is the vorticity scalar. 

1. INTRODUCTION 

Shear-free perfect fluids are studied as models for 
astrophysical systems when differential rotation can be 
neglected. They appear in equilibrium models for 
stellar interiors when the flow vector is chosen as a 
constant sum of Killing vectors (stationary and axially 
symmetric for instance), in spherically symmetric 
collapse models, and in many cosmological models. 

In this paper we prove the theorem that a shear-free 
perfect fluid is irrotational if and only if the Weyl ten­
sor is pure electric type. The idea for the theorem 
proved here came from earlier work 1 in which it was 
shown that a necessary and sufficient condition for a 
stationary vacuum space-time to be static is that the 
Weyl tensor be pure electric type. The timelike Killing 
congruence is a shear-free, expansion-free vector 
field, and the theorem was essentially due to the shear­
free property (a similar theorem holds for conformal 
time like Killing vectors). 

In addition, for shear-free isentropic flow, we show 
that the scalar n-2

/
3iw is constant along the streamlines, 

and derive the conservation law V,,(n 1
/

3 iwu"')=0 for 
angular momentum density. 

All necessary kinematic relations are collected in 
appendix. 

2. PERFECT FLUID 

A perfect fluid is described by the energy-momentum 
tensor 

(1 ) 

where u"'u", = 1, and y'" v is the projection operator onto 
the 3-space quotient to the streamlines: 

Projection will be abreviated by 1 which projects all 
free indices, i. e. ,2 

lA"'B/
V

: = Y", "'y/ A"'B;B~. 

(2) 

The kinematic quantities which characterize the stream­
lines are the acceleration 

a": =u"'V",u" =: u", 
the expansion3 

8:=V"u", 

the shear 
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and the vortiCity (or rotation) bivector 

It follows from these definitions that 

The vorticity (twist, rotation) vector 

where 1/0123: = _ (_ g)-1/2, has a dual relation with the 
vorticity bivector 

* w",v=2w[",uv)' 

The shear and vorticity scalars are 

(3) 

It will also be useful to define the alternating tensor in 
the quotient space 

The equations of motion T"'v;v = 0 have components 

to +(w +p)8=0, (4) 

(w +p)a" =p." y'" ",' (5) 

The Einstein field equations G"v=- KT"v determine the 
Ricci tensor: 

(6) 

To conclude this section, we note that the condition for 
a fluid to be Shear-free is a ... v =0, which is equivalent 
to 

(7) 

3. WEYL TENSOR 

The electric and magnetic parts of the Weyl tensor 
are defined by 

(8a) 

(8b) 

Both tensors are symmetric, trace-free, and orthogo­
nal to u"', 

Theorem: A necessary and sufficient condition for a 
Shear-free perfect fluid to be irrotational is that the 
Weyl tensor be pure electric type, 

Proof: The "necessary" part of the theorem follows 
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when the vorticity and shear are set equal to zero in 
Eq. (A4). To prove sufficiency, consider Eq. (A8): 

'i7~B"B=-K(W+P)wa-a"B"a-3w"E"B (9) 

where the shear-free condition has been imposed and 
the field equations (6) have been used to evaluate the 
Ricci tensor term. Setting B",a equal to zero yields 

w."[E" a + (K/3)(w +P)Y"al=O. (10) 

When the Weyl tensor is either pure electric or pure 
magnetic, it must be4 Petrov type I, D, or O. w" = 0 
follows immediately for type O. For types I and D 

(11) 

since if the determinant were zero, then EO/a would have 
three equal eigenvalues, which is not possible. Thus 
w"=O .• 

One might also expect that a shear-free perfect fluid 
with vanishing electric type Weyl tensor must be con­
formally flat (particularly since such a theorem holds 
for a shear-free timelike congruence in vacuum), but 
it is simply not true. Equation (A 7) yields 

(12) 

for a perfect fluid with E"a=O. The proof of flatness 
for the vacuum case follows directly, but neither Eq. 
(12) nor any of the other Ricci or Bianchi identity equa­
tions require that w" and Baa vanish when a Shear-free 
perfect fluid is present. 

Equation (A3) does show that geodesic flow with 
E", v = a" v = 0 must be irrotational and hence conformally 
flat. This agrees with a result for which Ellis5 credits 
the "if' part to Triimper: A perfect fluid space-time 
with an equation of state has a flow with a" = wI' = a'" v 

=0, and a Robertson-Walker metric, iff it is confor­
mally flat. 

4. CONSERVED QUANTITY 

The relativistic specific enthalpy is 

i:=1+E+p/p, 

where E is the specific internal energy of the fluid and 
p the proper denSity with 

w=p(1+E). 

The tensor iw"v is constant along the streamlines of an 
isentropic perfect fluid, and it is known6 that this con­
stancy represents the relativistic form of the Newtonian 
vorticity conservation law. We will derive this conser­
vation law here and then use it in the shear-free case 
to construct another conserved quantity. 

Isentropic flow implies 

di =dp/p, (13) 

from which it follows that 

dP di 
(w+p)=i=:df . (14) 

The equation of motion (5) can now be written 

(15) 

Direct computation yields 
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la(,,;v( = - f." u"'w",v' (16) 

The kinematic equation (A6) combined with Eq. (16) 
results in 

and from the definition offin Eq. (14), we have the 
result 

L (iw,,) =0, 
u 

which holds for all isentropic flow. 

(17) 

(18) 

It is possible to find a scalar which is constant along 
shear-free streamlines and which is a generalization 
of Rayner's result 7 .8 L w = 0 for rigid motions. 

u 

First note that shear-free motion is conformally 
rigid, and with the definition 

L logn: = - B 
'J ' 

the rigid spatial metric is n 2
/

3y",v, since Eq. (7) 
becomes 

The equation of motion (4) determines logn when an 
equation of state p =p(w) exists, 

(19) 

(20) 

logn= f wd:p , (21) 

and Eq. (4) can then be replaced by Eq. (19) in its 
standard form: 

(n ua);a = O. 

n can be interpreted as the conserved particle number 
density. 

The scalar which is constant along the streamlines 
is constructed by writing 

(n' 2
/

3 y"''''}(n· 2
/

3
yBV) fU 2waa w"vl=0, 

which follows from Eq. (18). Note that 

L (n' 2 / 3 y"''') = _ 2n·2 / 3a(a u"'), 
u 

so that Eq. (22) reduces to 

L(n'4 /
3 i2w2 )=0 ., ' 

or finally 

L(n' 2
/

3 iw)=0. 
u 

(22) 

(23) 

To interpret the conserved scalar, we will proceed to 
reformulate Eq. (23) in the standard form of a con­
servation law. 

The rule for the Lie derivative of a scalar denSity 
<jJ of weight W is 

f <jJ=<J!;a u" + W<jJu"';". 

Thus Eq. (19) has the equivalent form 

Equation (23) can now be written as 

or equivalently 

E.N. Glass 

(24) 

(25) 
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Equation (25) can be interpreted as conservation of 
angular momentum density for shear-free isentropic 
flow. 

5. SUMMARY AND COMMENTS 

A theorem has been proved which states that a nec­
essary and sufficient condition for a shear-free perfect 
fluid to be irrotational is that the Weyl tensor be pure 
electric type. The magnetic part of the Weyl tensor 
has no Newtonian analog, and there are shear-free, 
rigidly rotating, fluid solutions (such as Maclaurin 
spheroids) in Newtonian hydrodynamics. It is now clear 
that any relativistic counterpart of such Newtonian con­
figurations must have a nonzero magnetic Weyl tensor. 

It is interesting to note that when a perfect fluid is 
shear-free and irrotational, there are only three possi­
bilities: the fluid is either static, type D, or conformal­
ly flat. 9 

The possibility was left open that perfect fluid metrics 
exist with u"v===E"v===O, where B"v*- 0 and w" *- 0 when­
ever a" is nonzero. Such solutions would be rather un­
phySical stellar models since they would not possess a 
Newtonian limit. 

For Shear-free isentropic flow, it was shown that the 
scalar n-2

/
3 iw is constant along the streamlines. The 

conservation law V a (n1
/

3 iw ua ) = 0 was constructed from 
the scalar and interpreted as conservation of angular 
momentum density. 
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APPENDIX: KINEMATIC RELATIONS 

With field equations unspecified, the Ricci identities 
provide kinematic propagation equations for the vortici­
ty, shear, and expansion of a fluid congruence. The 
Bianchi identities provide the kinematic equations for 
the electric and magnetic parts of the Weyl tensor. 
Sign conventions are fixed by Ricci's identity 

and Rva : ===R B
vOt8 ' The Riemann and Weyl tensors are 

related by 

R"VaB = C"v",B - 2<5[" (aRvISI +t<5"(a<5v BlR. 

Ricci's identity yields the follOwing kinematic relations: 

R '" B e' + 1.e2 + 2 2 2 2 a 
'" BU U = 3 U - W - a ;a' (Al) 
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E"v=t{lR"v -ty"fiaByaB) +la(,,;V) -a"av 

-la"v-teu"v-U"",Uv'" +w"awva 

+tY"v(2u2 _2w2 _a"';",), 

1 a[,,;vl =1 w"v + t8w"v - 2w",["uvl '" 

=fw"v' 

The Bianchi identities 

(A2) 

(A3) 

(A4) 

(A5) 

(A6) 

and the Weyl tensor expressed in terms of its electric 
and magnetic parts (g"v0t8: =g"",gYB - g"egy",), 

C "vpa = (g"vaBgpa~, -1J"YaBTJpa~,)Uau~ E B, 

- (g" YaBTJpa~' +1J"vaBgpa~)uau~BB', 

yield the kinematic relations for EB' and BB. by straight­
forward calculation. In this paper we will only need the 
following divergence relations: 

V"E"", =RY(a;BIUYUB+ f2y,/R. B-aBEae 

+ 3wBBaB - uO/u"VE"y, 
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partial derivatives by commas. Parentheses around indices 
denote symmetrization and brackets around indices denote 
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Singularities in nonsimply connected space-times 
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Space-times with asymptotically flat nonsimply connected spacelike slices are shown to possess enough 
intrinsic geometric structure to guarantee the existence of singUlarities under conditions usually considered 
insufficient. In particular, it is shown that if the normal geodesics to the spacelike slice are converging on a 
suitable compact set, and the space-time satisfies a standard energy condition, then it is timelike 
geodesicaUy incomplete. A similar result holds if the space-time satisfies the chronology and generic 
conditions. 

INTRODUCTION 

Scattered throughout the literature on general rela­
tivity one finds frequent reference to space-times that 
admit a spacelike hyper surface that is asymptotically 
flat but that might also have a tubular bridge or "worm­
hole" connecting separate regions of that hyper surface. 
Wheeler1 frequently discusses such a possibility in con­
nection with his imaginative approach to the electric 
dipole as line of force trapped in a multiply-connected 
topology. Still other workers encounter similar possi­
bilities when considering the spacelike slices through 
models of black holes. 2,3 (In each of the Reissner­
Nordstrom, Schwarzschild, and Kerr families of solu­
tions there are hyper surfaces that possess nontrivial 
topological structures. ) 

Brill and Deser4 also consider spaces of non­
Euclidean topology when speaking of the extremal gravi­
tation energy problem. As much of their very important 
analysis depends on the existence of nonsingular solu­
tions, the question of incompleteness in such cases is 
certainly significant. 

In an earlier work, this authorS considers the case of 
a bridge connecting two asymptotically flat spaces and 
shows that when the hypersurface is Cauchy, the space­
time is singular if the energy condition holds. This con­
dition, known more commonly as the weak-energy con­
dition, is the statement that the energy density is non­
negative. More formally, Tab W'W';:.. 0 for any timelike 
vector W. 

In the case where the bridge is connected to one 
asymptotically flat space, the surface is no longer sim­
ply connected. Because of its rich geometric structure, 
the nonsimply connected, asymptotically-flat 3-geom­
etry is an ideal situation in which to look for singulari­
ties in the developing space-time, with a minimum 
amount of sturcture on the initial Cauchy data. 

The goal of this paper will be to show that for most 
of the standard singularity theorems that require a 
compact partial Cauchy surface or a closed trapped sur­
face, one may arrive at the same conclusions by assum­
ing the existence of an asymptotically flat, nonsimply 
connected hypersurface. 

To be more specific, we shall say that a spacelike 
hyper surface 5 is regular near infinity if it satisfies the 
following three conditions: 

(1) 5=U1=lWj, Wjc WI +1 ' where Wj is a compact 3-
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manifold whose boundary aWl is homeomorphic to a 
sphere. 

(2) 5-interior WI is homeomorphic to aWL XR+, where 
R+ denotes the nonnegative real line. 

(3) The inward directed null geodeSics orthogonal to 
aWj are converging everywhere on oWj • Here inward 
means those geodesics which locally project orthogonal­
ly into Wj • 

The last condition is meant to reflect the fact that in 
an asymptotically flat hypersurface in an asymptotically 
flat space-time, one should be able to find sphere 5 of 
sufficiently large radius to put them in the nearly flat 
region so that the ingoing null geodesics are converging. 
To say that 5 is nonsimply connected shall mean the 
fundamental group 1T1 (5) is nontrivial. (This is loosely 
interpreted as saying that there is a loop in 5 that can­
not be shrunk to a point in 50) Figure 1 illustrates a two­
dimensional cross section of such a surface. 

5 spacelike hyper surface without edge is said to be 
a partial cauchy surface. If, in addition, S has the prop­
erty that every nonspacelike curve in the space-time 
(M, g) meets S, then 5 is said to be a Cauchy surface. 
The first result of this article will be to show that if 
(M, g) satisfies the energy condition and M admits a 
Cauchy surface that is nonsimply connected and regular 
near infinity, then (M, g) is not complete. 

This result is analogous to the theorem of Penrose6 

that states any space-time satisfying the energy condi­
tion with a Cauchy surface and a closed trapped surface 
is singular. 

Without the global assumption that 5 is a Cauchy sur­
face, one must specify more of the initial data on S in 
order to arrive at any definitive result. Hawking7

,8 ac­
complishes this by showing that if S is a compact partial 
Cauchy surface in a space-time satisfying the energy 

_",c..._S 

FIG. 1. 
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condition, and if the timelike normals are converging 
everywhere on S, then (M, g) is incomplete. In the case 
where S is not compact, an important result is given by 
Hawking and Penrose. 9,10 They show that if (M, g) satis­
fies (a) the energy condition (b) the chronology condition 
(no timelike loops), (c) a technical but reasonable gen­
eric condition guaranteeing the existence of conjugate 
pOints, and (d) some form of future or past trapped set, 
then (M, g) is incomplete. 

Briefly then, the results herein will be to show that 
if (M, g) admits a partial Cauchy surface nonsimply con­
nected and regular near infinity, then in the above re­
sults one need not assume anything about compactness 
or the existence of trapped sets. 

1. PRELIMINARIES 
Much of the notation here that is more or less stan­

dard will be according to the definitions given in the 
book by Hawking and Ellisll (see also the monograph by 
Penrose12)0 Important among these will be: .r(X), the 
causal future of X; r(X), the chronological future of 
X; E+(X), which is .r(X)-r(X). The future domain of 
dependence of a set X, D+(X) is defined to be the set of 
points p in M such that every past directed nonspacelike 
through p meets X 0 13 

From geometric topology we shall need the concept 
of the universal covering space X of a space X. First, 
a covering is a space Y together with a surj ective map 
'IT: Y -X that is locally a homeomorphism. Then Y is 
said to be a covering space for Xo A covering space X 
is said to be universal if p :X -X is a covering with the 
property that if 'IT: Y -X is any other covering then there 
is a mapf:X - Y such that rr of=po A fundamental fact 
about such objects is that a universal covering space 
exists for every space X, and it is unique and simply 
connected. 14 

In proving singularity theorems, a standard useful 
tool is to consider congruences of null geodesics. Let 
~I be the tangent vector field to such a congruence, and 
ea, a= 1, 2, be a basiS for a spacelike cross section V 
of this congruence. The convergence c of the congru­
ence is defined to be - V'a~a. The importance of positive 
convergence lies in the following facto 

Focusing Lemma: Let (M, g) satisfy the energy condi­
tion and let c = Co > 0 at x in V. Then, within an affine 
distance of 2/co there is a point conjugate to V along the 
geodeSic through x. 

Proof: See the excellent survey by Geroch. 15 

By variational methods it is not hard to show that a 
point beyond such a conjugate lies in r(V). 

Before proceeding to the proof of the first main re­
sult, one more technical fact must be considered. Let 
S be a simply connected partial Cauchy surface for a 
space-time (M,g). Let V be a 2-surface in S. Then 
the boundary of the causal future of V, a.r(V), is an 
acronal 3-manifold in M. Furthermore, adD+(S) is 
causally simple, a.r(V) n D+(S) is generated by null geo­
desics with past endpoints on V. There are two such 
families orthogonal to V. 

Lemma 1. 1: With the notation as above, a null gen-
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erator of one family cannot meet a null generator of the 
other family in a.r(v) n D+(S). 

Sketch of Proof6: By assuming the existence of such 
an occurrence, one can construct a loop in a.r(V) n D+(S) 
that meets V only once. D+(S) admits ~ timelike vector 
field which can be used to project this loop into S. But 
as S is assumed to be simply connected, this projected 
loop is contractable in S. From geometric intersection 
theory, it follows that this projected loop must meet V 
in at least one other pOint. Following the integral curves 
of the vector field from this point back to the original 
loop yields a timelike curve from V to a.r(V) n D+(S) 
C E+(V). But this is impossible because E+(V) = a.r(V) 
-r(V). 

The following proposition will serve as the primary 
tool in proving the singularity results that follow. 

Proposition 1. 2: Let (M, g) be a space-time satisfy­
ing the energy condition and have a partial Cauchy sur­
face nonsimply connected and regular near infinity. Then 
D(S) is incompleteo 

Proof: By a theorem of Geroch,17 D(S) is homeomor­
phic to S x R. This means in particular D(S) may be re­
tracted onto S, and hence 

'lT1 (S) ::::'lT1(D(S». 

Let D(S), S be the universal covering spaces for D(S) 
and S respectively. The metric g on D(S) lifts to a met­
ric g for D(S). It is easily seen that S is a Cauchy sur­
face for D(S). Furthermore, any local notations satis­
fied by g at a point in D(S) will be satisfied by g at a 
point in 'IT-1 (p) in D(S), where 'IT : D(S) - D(S) is the cover­
ing mapo T.Eis follows because 'IT is a local diffeomor­
phism and g is chosen to be locally isometric to g via 
'IT. It will be shown that D(S) contains a null geodesic 
which cannot be extended beyond a certain value of its 
affine parameter. Then projecting this curve into D(S) 
results in the same situation, and the proof is complete. 

Let B = a w, W being a compact nonsimply connected 
sub manifold of S whose existence is guaranteed by the 
assumption that S is regular and nonsimply connected. 
Furthermore, we have that B is a sphere whose ingoing 
null geodesics are everywhere converging. The pro­
jection map 'IT, restricted to 'IT-1 (B), yields a covering 
fibration for B. We must observe that 'IT-1(B) is a dis-
j oint union of connected components each homeomorphic 
to B. To see this, let A be one component of 'IT-1(B). 
Considered by itself, A is a covering space for B. But, 
as B is a sphere, it is simply connected so serves as 
its own universal covering space. Therefore, by the 
universality property of covering spaces there is a map 
f:B-A such that 'IT of=identity. This implies 'IT is a 
one-to-one homeomorphism when restricted to A. For 
any x in S, 'IT-1(x) contains as many elements as there 
are elements in the group 'lTl (S). Hence, if 'lTl (S) '* 0, 
there is more than one component to rr-1(B). 

As B = aw, 'IT-1(B) = a'IT-1(w). But, as W is a retract of 
S, 'IT-1(W) is a retract of Sand 'IT-1(W) is the universal 
covering space TV for W. It follows that if A is a com­
ponent of 'IT-1(B), then A is not the boundary of a com­
pact 3-manifold in S. But as S is a retract of D(S), A 
does not bound a 3- manifold in D(S) = D(S) either. 
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To complete the proof, focus attention on a.r(A) in 
D(S). This is an acronal 3- manifold in D(S) generated 
by null geodesics with past end points on A. By Lemma 
1.1, the ingoing null geodesics do not meet the outgoing 
null geodesics off A, ~nd hence both families form prop­
er sub manifolds of D(S). Furthermore, the ingoing null 
curves for A must be converging because they must pro­
j ect to the converging ingoing null curves for B. By the 
Focusing Lemma, these geodesics must leave a.r(A) 
within a finite affine distance. This implies that if these 
geodesics leave a.r(A), the submanifold determined by 
them would be compact with boundary A. But by the 
above observations, this is impossible. Hence, there 
exists some geodesic from A that cannot be extended to 
every value of its affine parameter. QED 

In what follows it shall be important to observe the 
geodesic that is inextendable in D(S) projects to an in­
extendable geodesic in a.r(B) n D(S). Or, in particular, 
when D(S) q. M, then there is a null geodesic in a.r(B) 
that either meets Ir(S), the future Cauchy horizon of 
S or is inextendable and M is incomplete. 

This last aspect can be summarized in the following. 

Corollary 1. 2. Let (M, g) satisfy the energy condition 
and have a Cauchy surface S that is nonsimply connected 
and regular near infinity. Then (M, g) is null geodesical­
ly incomplete. 

PrOOf. If S is a Cauchy surface for M, then D(S) = M. 
QED 

2. THE SINGULARITY THEOREMS 

We now consider the case when S is not a Cauchy sur­
face for M. The first theorem will consider the case 
when the timelike normal vector to S are converging 
everywhere on S. Convergence C is defined in much the 
same way here as was the case for null geodesics. Let 
~. be the unit normal field to S; then C = - 'V.~', where 
a= 1,2,3. The version of the Focusing Theorem that 
applies here is much the same as the previous case. If 
the energy condition holds, there is a conjugate point 
to S along any geodesiC with positive convergence Co at 
S. And this conjugate point occurs within an affine dis­
tance of c/3. Furthermore, for any point x in D+(S) 
there is a geodesic orthogonal to S of maximal length 
from S to x with no conjugate in A between x and S. 18 

Theorem 2. 1: Let (M, g) satisfy the energy condition 
and have a partial Cauchy surface S nonsimply connected 
and regular near infinity. Then if c > 0 everywhere on 
S, (M, g) is not timelike geodesically complete. 

Proof: Let W be a compact manifold such that aw is 
a sphere whose inward null generators are converging. 
By Proposition 1. 2, there is a null generator y for 
a.r(aW) that must intersect W(S) or else it cannot be 
extended beyond some value of its affine parameter in 
M. Furthermore, this geodesic is inward directed and 
hence forms a generator of the boundary of D+(W). As 
W is compact, the convergence c takes some minimum 
value co> 0 on W. As stated previously, every timelike 
geodesic orthogonal to S must encounter a focal point 
within an affine distance 3/ Co from S, and every point 
P in D+(W) must lie on a geodesic orthogonal to S with 
no focal point in the interior. 
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Construct V to be the set of points on geodesics or­
thogonal to Wand within a distance 3/co from W. Then 
(M, g) is timelike complete, V is compact, and D+(W) 
c V. Therefore, D+(W) is compact and is contained in V. 

Now consider the curve y. Assume y never meets 
H+(S). Then yC interior of D+(S) which is globuly hyper­
bolic and satisfies the strong causality condition. This 
means every nonspacelike curve in D+(S) must leave 
every compact set it meets in D+(S). 19 In particular, y 

must leave D+(W). But this is impossible because every 
point on y lies in a.r(a W) along an interior directed null 
generator and is therefore not accessible from S- W 
from a nonspacelike curve. Hence y meets H+(S). 

Let a be the past directed null generator of H+(S) that 
meets y. Let q be a point on a and 'T be a nonspacelike 
path from S to q. The combined path 'Ta is then a non­
spacelike path from S to y, which by the above observa­
tions can only occur if q is in W. It follows then that a 
is a null generator for H+(W). The proof now proceeds 
along the lines of Hawking's theorem quoted in the 
Introduction. Let deS, p) be the least upper bound of the 
lengths of nonspacelike curves from P to S, if it exists. 
Let deS, p) be infinity if there is no least upper bound 
and zero if there is no timelike separation. It is not 
hard to show d(S,p) is lower semicontinuous on M. Let 
p be a point in a, Pi in J-(p), with Pi converging to p. 
Then each Pi E V so by compactness P E V, and further­
more there is a curve 'T from W to P of maximal length. 
Let q be any point to the past of P along a. deS, q) must 
be less than d(S,p), for otherwise the maximal path 
from S to q together with the part of a between q and P 
could be deformed to a longer path from S to p than 'T. 

But this implies that deS, q) must be decreasing on a, 
and the compactness of Wand the lower semicontinuity 
of d(S,p) implies there is a minimum somewhere on a. 
This could only occur at a past endpoint for a which does 
not exist because a is a generator for H+(S). This con­
tradiction implies our assumption that (M, g) was time-
like complete was incorrect. QED 

In Theorem 2.1, it should be observed that c > 0 could 
be replaced by the condition c < 0 as the proof could have 
been carried out in D-(S) just as easily. Furthermore, 
it is only necessary to have c * 0 on the compact set W. 

In the following we replace the convergence condition 
by a condition known as the generic condition for non­
spacelike geodesics. This condition, described exten­
sively by Hawking and Ellis, 20 can be seen to imply that 
every nonspacelike geodesic contains a pair of conju­
gate points. Analytically, if K is the direction of the 
geodesic, the condition reads 

1<" K" K(aRb}Cd(eKf] * 0 

at some point along the geodeSic. Furthermore, we shall 
require that the chronology condition shall hold. That 
is, there are no closed timelike loops in M. Then the 
following result can be seen as an extension of the theo­
rem of Hawking and Penrose. 21 

Theorem 2.2. Let (M, g) satisfy the energy, generic, 
and chronology conditions. Then, if S is a partial Cauchy 
surface nons imply connected and regular near infinity, 
M cannot be geodesically complete. 
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Proof. Consider aJ'(aW) n H+(S). If this is empty, we 
are done, by the corollary to Proposition 1. If it is non­
empty, then, as in Theorem 2. 1, H+(S) n n+(W) C H+(W). 
Therefore, F(W) is not compact, because if it were a 
generator for H+(S) would have an accumulation point. 
Using the generic condition, one could then find a time­
like variation of this generator which would be closed. 

Put a timelike vector field on the closure of n+(W). 
The integral curves of this field must meet W. If every 
integral curve also met H+(W), then this would define a 
map from W onto F(W). This is impossible as W is 
compact. Therefore, it follows that there is some future 
inextendable timelike curve y in n+(W) that never meets 
F(W). Furthermore, J-(y) n S C Wj hence J-(y) n S is 
compact. 

But, as y is future inextendable, the null generators 
for aJ-(y) have no future end pOints. By employing the 
generic condition, they must then have past end points. 
Therefore, each generator for E-[J-(y) n S] must termi­
nate within a finite affine distance. Hence, E-(B) is a 
past trapped set. But this is exactly the condition needed 
to satisfy the theorem of Hawking and Penrose mentioned 
previously. QED 

3. REMARKS AND COMMENTS 
1. Another approach to the question of singularities 

in nonsimply connected asymptotically flat space-times 
would be to look for a minimal 2-surface in the space­
like slice. This surface could be homologically nontri­
vial in M, and under the right extrinsic conditions could 
be shown to be a trapped surface. The now classical 
techniques of Penrose22 might be employed to prove the 
existence of a singularity. Furthermore, this might 
lead to a more geometric picture of the singularity as 
the "point" where the "wormhole" collapses as the sur­
face evolves in the space-time M. The main problem 
with this method lies in the existence problem for the 
minimal surface. To the best of this author's knowledge 
this is unsolved. 

2. Concerning Theorem 2. 1, one should consider the 
possibility that the convergence condition cannot be 
attained on a nonsimply connected regular surface. To 
answer this, one must know a good deal more about the 
solution space of the initial value equations governing 
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the relation of the curvature of S to the extrinsic curva­
ture of S in M. 

In fact, by considering S x R with a trivial product 
metric, one can conclude from Proposition 1. 1 that S 
cannot be Ricci flat. This is, of course, a well-known 
consequence of the relation of the curvature forms on 
S to the nontrivial homology of S, but it is pleasing to 
see this come out of our more geometric considerations. 

3. It should also be noted that the condition of regu­
larity cannot be weakened very much without Proposi­
tion 1. 1 failing to be valid. In particular, Minkowski 
space admits orbit spaces with spacelike slices that 
can be compact and nonsimply connected, Sl x Sl X s1, or 
nonsimply connected and infinite, Sl x~ xR. (In the lat­
ter case Sl x ~ x R does not have imbedded spheres near 
infinity. ) 
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The ergodicity of pure quantum states is maintained in the space of orthonormal quantum states which 
diagonalizes an observable. The ergodicity of mixed quantum states, which is met in quantum statistical 
mechanics admitting an ensemble of many similar systems, is identical to the principle of equal a priori 
probabilities. 

1. INTRODUCTION 

The quasi-ergodic theorem of von Neumann is applied 
to an arbitrary Hamiltonian system in quantum mechan­
ics under two constraints. 1,2 One is that the Hamiltonian 
system may admit an introduction of a set of coarse­
grained quantum states in terms of which both the 
Hamiltonian and a macro-observable are diagonalized, 
in which resonances are prohibited. The other constraint 
is that a priori probability of each microscopic state 
belonging to a coarse-grained state may be equal. Al­
though the first constraint might seem acceptable from 
a physical point of view, the second one needs verifica­
tion, since the logical foundation of equal a priori pro­
babilities is not found in the proposition itself. Hence­
forth, such an attempt seems to be desirable that the 
ergodicity of pure quantum states in quantum mechanics 
may be proved on a more sound basis with less arbi­
trariness, if possible. 

In the present paper, we prove the ergodicity of pure 
quantum states such that in any Hamiltonian system in 
quantum mechanics the time average of an arbitrary 
observable, which can be measured and identified at 
an arbitrary time, equals its average over all the avail­
able quantum states which diagonalize the observable. 
The Hamiltonian is not diagonalized in this representa­
tion. The ergodicity is shown to be a natural consequence 
of the proved equal a priori probability of expectation, 
which says that an observer, who is not informed of any 
past history of events preCeding the expectation, ex­
pects equally any quantum state, which is an eigenstate 
of the observable, at an arbitrary time. 

In order to complete the proof of the ergodicity of 
pure quantum states, we first discuss the role of ob­
servation in quantum mechanics in Sec. 2. The proof 
is found in Sec. 3. In addition to the ergodicity of pure 
quantum states, one can sometimes think of the ergo­
dicity of mixed quantum states if quantum statistical 
mechanics is concerned. A comparison of the two ergo­
dicities which are independent of each other is given in 
Sec. 4. 

2. OBSERVATION IN QUANTUM MECHANICS 

The Schrooinger equation 

'1f~>J!=H>J! 
1 at (2.1) 

determines a probabilistic evolution of pure quantum 
states in terms of the wavefunction >J! and the Hamil­
tonian H of a given quantum mechanical system, where 
t is time and 1f is Planck's constant divided by 21T. If 
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one concentrates only on identifying an arbitrary 
observable 

A, (2.2) 

which is, of course, an Hermitian operator, in the 
course of quantum mechanical evolution subjected to the 
equation of motion 

the associated observation will take place in the space 
of orthonormal quantum states {f/JJ (n = 1, 2, ..• , N), 
which diagonalizes the observable A as follows: 

Af/Jn = anf/J., n = 1, 2, ... ,N, (2.4) 

where an is the eigenvalue of A corresponding to the 
eigenfunction f/Jn and the total number of the states N 
does not necessarily remain finite. The observer who 
has made a measurement of A in the space of ortho­
normal set{f/JJ at an arbitrary time identifies only one 
particular state of A and its associated eigenvalue. It 
never occurs that the observer would identify more than 
two states belonging to {f/JJ at each measurement, since 
the observable A is diagonalized. Otherwise, the obser­
vable would no longer remain to be observable. This is 
because anyone of the observables is so defined that 
each quantitative measurement of them does not admit 
any of indefiniteness. One readily notes that such an 
observable, which could be identified at each instan­
taneous time, and the Hamiltonian H in (2. 1) do not 
commute with each other. 

The equation of motion (2.3) predicts the probability 
of finding the observable A in an arbitrary state among 
{ f/J n} of (2. 4) at an arbitrary time, with the use of the 
knowledge of the state identified at a previous time. The 
expected value of the observable A at time t can be ex­
pressed as 

(A(t) = N(t) IA I >J!(t», (2.5) 

where >J!(t) is the solution of the Schrodinger equation 
(2. 1). This reduces to 

N 

(A(t) = 6 C~Cnan (2.6) 
n=l 

with 

N 

>J!(t) = ~ cnf/J., (2.7) 
n=l 

where the wavefunction >J!(t) is decomposed in terms of 
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the orthonormal set {cp,,}. The quantity (A(t», however, 
is an expected value of A at time t and is by no means 
the value of A which is really identified at time t. The 
value of the observable A identified at time t is always 
one out of {an} of (2.4). 

The Hamiltonian H in (2. 1) is also diagonalized as 

(2.9) 

in terms of an orthonormal set {cp,,}. However, the ob­
server concerns himself only with identifying the obser­
vable A at an arbitrary time and not with the Hamiltonian. 
The identification of the Hamiltonian is impossible to 
such an observer since it would take an infinite time in­
terval. This yields the statement that the Hamiltonian is 
not diagonalized in the space of the orthonormal set 
{cp,,}. 

Suppose that an observer measures and identifies a 
state out of N states {n} at each interval of 7 starting 
from t = to. If the state identified at t = to + rr (r 
= 0, 1, 2, .•• ) is n, the contracted wavefunction at t = to 
+ rr will turn out to be 

N 

'l'(to + rT) = 6 C1 (to + rT)CPI (2.10) 
1:1 

with 

l=n, 
(2.11) 

The quantum mechanical evolution 

a () ~ 1 (~) () "tCm t =LJ-:-.;,Hml c1 t 
u 1:1 Zft 

(2.12) 

with 

(2.13) 

subjected to the initial condition (2.11) determines the 
probability of expectation P(m, to + (r + 1)7 I n, to + rT) 

that the state identified with n at t = to + rT is followed 
by the state m at t = to + (r + 1)7. The result is 

P(m, to+(r+1)7In, to+rr)= Icm(to+(r+ 1)7) 12, 

(2. 14) 

which follows from (2.12) under the constraint (2.11). 

Since the state is identified at each interval of 7 and 
the Hamiltonian is a constant of motion, the translational 
invariance 

P(m, to + (r + 1)7 I n, to + rr) =P(m, to + (r' + 1)7 I n, 
to + r'7) (2.15) 

with r, r' = 0, 1, 2, ..• 

is always kept, where m and n represent arbitrary 
states in {n} of (2.4). The transition probability de­
fined in (2.14) also gives the transitivity 

P(m, lo+(q +r+s)7In, to+S7) 
N 

=L;P(m, to+(q+r+s)7Il, to+(r+s)7) 
1 :1 

XP(l, t o+(r+s)7In, to+S7) (2.16) 

with q, r, S = 0, 1,2, ... , 
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since the present stochastic process with discrete time 
is Markovian as shown in (2.15). Here, it should be 
stressed that even if the tranSition probability 

P(m, f o+(q+r+s)7In, lO+S7) 

with (q + r) ;;. 2 is referred to, the ob,server is supposed 
to measure and identify a state out of {n} of (2.4) at each 
interval of 7. 

The stochasticity presented in the Markov process 
(2.16) is of purely quantum-mechanical nature. Each 
state appearing in the expressions (2.14) -(2. 16) is a 
pure quantum state. 

3. ERGODICITY OF PURE QUANTUM STATES 

The Hamiltonian H in (2. 1) and the observable A in 
(2. 2) must not commute, 

[A,H]*O, (3.1) 

in order that the observable A may be measured and 
identified at each instantaneous time. In addition to it, 
we shall suppose that the matrix 

(3.2) 

is irreducible, since if the Hamiltonian is further re­
dUCible, the kinetics would simply be a superposition of 
that of each sub-Hamiltonian which is irreducible. As 
a result, the Markov process (2.16) turns out to be 
irreducible. 

To begin with, it is noted that the Markov process 
(2.16) can fix the a priori probability of expectation that 
an observer, who is not informed of any past history of 
events preceding the measurement, identifies an arbi­
trary quantum state out of N states given in (2.4) at an 
arbitrary time. One can thus prove the following 
TheoremS: 

Theorem: Suppose an irreducible Markov process 
with N states {n} (n= 1,2, •.• , N). Then, an observer 
who is not informed of any past history of events expects 
an arbitrary Markovian state n at an arbitrary time with 
the a Priori probability4 

a n=l/N, n=l, 2, ••. ,N. (3.3) 

The present theorem determines the time average of 
the observable A of the form 

- 1jt O+T 
A = lim T Ao/>(t) dt 

T~" to 
(3.4) 

with 

Ao/>(t) = an if the quantum state identified by the ob­
server at time f is n. 

Here, one should distinguish the expression in (3.4) 
from another time average 

1 ftO+T 
(A)=;i~T to ('l'(t)IAI'l'(t»dt (3.5) 

in which the wavefunction 'l'(t) evolves through (2. 1) 
without undergoing any sort of contraction such as 
caused by real measurements. The distinction comes 
from the observation that (A) in (3.5) is the expected 
time average of A which is not accompanied with identi-
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fying quantum states at each instantaneous time in the 
interval T and that real measurements never enter in 
(3,5), On the other hand, the time average A in (3.4) 
is the average of a series of collected data in which the 
observer really identifies quantum states at each instan­
taneous time in the course of quantum- mechanical 
evolution. 

Suppose that an observer makes an identification of 
quantum states belonging to {n} of (2.4) at each interval 
of small 7 starting from t = to. Thus, a set of identified 
quantum states is prepared. The probability of expec­
tation that an arbitrary state belonging to the set is n 
turns out to be an (= liN) because of the definition of the 
a priori probability of expectation. An examination of 
the case with a strong inequality 

TIT»N (T-ooandT-+O) (3.6) 

gives the fact that the integral of the measured quanti­
ties in (3.4) reduces to 

N 

..4=6 anan (3.7) 
n=l 

1~ 
=- 0 am 

N n=l 

(3.8) 

since if the integral in the sense of Lebesgue con­
verges,3 its asymptotic value cannot differ from the 
expected value (3.7). 

The expression in (3.8) shows that the time average 
A in (3.4) is identical to the observable A averaged over 
all the available quantum states {n} of (2.4). This gives 
the ergodicity of pure quantum states, in the sense that 
when the time average is taken the observable is really 
measured and identified at each instantaneous time. The 
wavefunction in (2.1) contracts at each identification of 
quantum state on the part of the observer. However, 
the expression given in the time average (3.5) does not 
exhibit such a contraction since real measurements are 
never employed. If one thinks of a time average of a 
real observable, it is understood that the procedure of 
measurement also goes along with it. Consequently, the 
time average of measured observables should be em­
phasized over the expected average, which does not col­
laborate with real measurements. 

4. ERGODICITY OF MIXED QUANTUM STATES 
Although the stochastic property presented in (2. 16) 

is of truly quantum- mechanical nature, the equation of 
transitivity must be generalized into the equation of mo­
tion of the density matrix and interpreted in the context 
of quantum statistical mechanics instead of pure quantum 
mechanics if only limited measurements providing in­
sufficient information are available in comparison with 
the former quantum mechanical case. The statistical 
mechanical description necessarily introduces the con­
cept of ensemble in terms of which the degree of in­
sufficient information is expressed. The probability of 
expectation as a diagonal element of the density matrix 

Pn(=P(n, tlZ, to» (4.1) 
is now understood as the probability of event that a re­
presentative system out of many similar systems, each 
of which follows the stochastic evolution presented in 
(2.16), finds itself in the state n of (2.4). Therefore, 
the quantum state n presented in the probability of ex-
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pectation (4.1) is not purely quantum-mechanical. The 
state should be a mixed quantum state, characteristic 
of a representative system belonging to an ensemble in 
statistical mechanics. 5,6 

The ensemble average, which has nothing common 
with the average of an observable over all the available 
pure quantum states, will be expressed in terms of the 
asymptotic probability of ensemble 

P~"'Y) = lim P(n, t Iz, to) (4.2) 
(t_t 0) - 00 

if the right-hand side of (4.2) certainly converges for an 
arbitrary state n and if random a priori phases are em­
ployed for the ensemble. The average of the observable 
A over the aged ensemble satisfying (4.2) leads to 

N 

(A).DS =6 p~""Y)an' (4.3) 
"=1 

On the other hand, the time average of the observable 
A with respect to a single quantum-mechanical system 
has already been given in (3.8). The ergodicity of mixed 
quantum states, which says that the time average A in 
(3.8) should be equal to the ensemble average (A).Ds of 
a quantum statistical ensemble, gives 

p~"'Y) = liN. (4.4) 

The condition that the ergodicity of mixed quantum 
states, by means of which quantum statistical mechan­
ics could be justified, may hold is that each quantum 
state in a given aged ensemble has equal a priori proba­
bility. One must, however, be careful to the point that 
the principle of equal a priori probabilities presented 
in (4.4) is a consequence of the ergodicity of mixed 
quantum states. Furthermore, the ergodicity of mixed 
quantum states would be satisfied if and only if all of 
the asymptotic values of the probabilities of ensemble in 
(4.2) exist and are equal to each other. 

5. CONCLUDING REMARKS 
Given an arbitrary Hamiltonian system in quantum 

mechanics, the ergodicity of pure quantum states is 
maintained in the space of orthonormal quantum states 
which diagonalizes an observable. The corresponding 
Hamiltonian and the observable must not commute, since 
the observable is supposed to be measured and identified 
at each instantaneous time in the interval of taking its 
time average. 

The present ergodicity in quantum mechanics should 
be compared with the similar one proved in metric­
transitive dynamical systems. 2 However, the ergodicity 
of pure quantum states does not give a direct justifica­
tion of quantum statistical mechanics, since only mixed 
quantum states are concerned in the latter. The ergo­
dicity of mixed quantum states, which necessarily intro­
duces an ensemble of many similar systems, will be 
justified only if the principle of equal a priori probabili­
ties is maintained with respect to the ensemble. The 
principle is just an identical expression to the ergodicity 
of mixed quantum states. If this ergodicity does not hold, 
one must leave quantum statistical mechanics admitting 
both mixed quantum states and the associated ensemble 
for pure quantum mechanics in which, however, the 
ergodicity of pure quantum states perSists. 
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pectation is specific to an observer. However, a priori prob':' 
abilities used in the context of the principle of equal a priori 
probabilities "are not quite clear with respect to whether they 
refer to the logical probabilities of expectation or to the 
statistical probabilities as relative frequencies. In order to 
avoid unnecessary complexities, we use the term the principle 
of (a priori) equal weight in Ref. 3 in place of the principle of 
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6The time evolution of the density matrix is free from the 
contraction of wave functions • Hence, one is not sure whether 
any observable averaged over a statistical ensemble could 
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Note on the computation formula of the boost matrices of 
SO(n.!l,1) and continuation to the d matrices of SOC n) 

Takayoshi Maekawa 
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The general formula of computing the boost matrices of SO(n- 1,1), which is valid for the single- and 
double-valued representations and is similar to that of Vilenkin and Wolf, is given. It is noted that a phase 
factor of a unit magnitude in the boost matrices must be taken into account in analytic continuation to the 
d matrices of SO(n), and then the formula of computing the d matrices of SO(n) is given. It is remarked 
that the d matrices of SOC n) are expressed in terms of those of SOC n - O. 

In previous papers, 1,2 the d matrices of SO(n) and the 
boost matrices of SO(n - 1,1) are studied and recursion 
relations among the matrix elements are obtained. From 
the relations for SO(n), it is shown that the D matrices 
can be determined completely and be expressed in terms 
of the lowering operators which consist of the differen­
tial operators with respect to the Euler angles. For 
SO(n - 1, 1), however, the boost matrices cannot be 
computed in a general form. 

The formula for computing these matrices is given 
by Vilenkin3 and Wolf4 as an integral of the d matrices 
of SO(n -1). Vilenkin's formula is given independent of 
the single- and double-valued representations but does 
not contain a summation over some numbers, contrary 
to Wolf's formula, which is derived for a single-valued 
representation. Both of them do not take into account 
continuation of a factor which may be equated to 1 in the 
boost matrices but plays an important role in the d 
matrices of SO(n), and the d matrices without the factor 
do not satisfy the unitarity condition as easily seen in 
special cases. The purpose of this note is to give the 
general formulas for computing the unitary irreducible 
representation matrices of SO(n - 1,1) (principal series) 
and SO(n). 

Let us introduce the Gel'fand and Tsetlin bases5 of 
the unitary irreducible representation of SO(n) which 
are characterized by the canonical chain of subgroups 
SO(n) =:l SO(n -1) =:l ••• =:l SO(2), 

(1) 

where Aj stands for the row (mj1 , mj2 , ... , mjlj 121)' all 
Aj are written in a row, and [j!2] is the largest integer 
smaller than or equal to j!2. The numbers m jk take 
integers or h,!lf-integers simultaneously with 
restrictions 

m2j+l,i?m2j,i?m2j+l,1+1 (i=1,2,. 

m 2j ,I? m 2j _1 ,I? m 2j ,1+1 (i = 1,2, . 

m Zj +1,j? 1 m 2j ,j I· 

. ,j), 

. ,j -1), (2) 

The dimension of the unitary irreducible representa­
tion of SO(n) is determined by the numbers mnj (j=1,2, 
... ,[n!2]) subjected to the restrictions (2), and given 
as follows2 for n odd, 

(n-ll 12 

( 
(n·5)/2 ).1 IT (2l +1) 

N(A)= (n-2)!(n-4)!! IT (n-3-2j)! 1=1 ni 
n j =1 
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and for n even, 

N(A ) = 2(n/ 2)_1 (n _ 2)! (n _ 4)!! ('~)/2 (n _ 3 _ 2j)!)·1 
n ~ j~ 

(n·2)/2 n/ 2 
X IT IT (l2._l2), (4) 

j=1 k=j+1 11) nk 

where 

lnj=mnj+[n!2]-j (j=1,2, ... ,[n!2]). 

The representation matrix of SO(n) may be para­
metrized in terms of the Euler angles as follows 1

,3,4: 

D(n)({B })=D(··l)({B }){ n R, (B )} 
n n-l. jJ _1 nn-} +1 

J:;:.n 

where 

{B.}",(B21 , ... ,Bn •• I ), 0"" Bjk ""1T, k=1,2, ... ,j-2, 

0"" ejj • I (21T, j= 1,2, ... ,no 

(5) 

D( •• 1,1) of SO(n - 1, 1) is obtained from (5) by substituting 
Rnn_1(Bn1) into R~n.1(t) (0"" t< 00), where R~n.1(t) is the 
boost in the (n - 1 )th direction through 1:. 

The invariant measure of SO(n) is given as follows: 

dV.=dS.dV" ll dV2 =de2I , 

•• 1 

dS = IT {(sine ) •. j-l dB .} 
n j:::.l nJ nn-; , 

where dS. is the surface element of a sphere in a n­
dimensional space. The volume of SO(n), V., is given 
by V.= V •• 1 21T· /2!r(n!2) and V2 =21T. 

(6) 

The representation D matrices of SO(n) are calculated 
through 

(7) 

where the notations such as X •. I == (11." 11 ' .,11.2 ) are in-
troduced. The d matrices of SO(n) and the boost 
matrices of SO(n - 1, 1) are defined as follows: 

di~~~ (~'-2);\~) B) == (A.A._I X •• 2 1 R" •• I (e) 1 11."11.' n-J •. ,,), (8) 

bd~~:~ 0'._2».' .)1:) = (A.A •• 1 )tn.21 R~ •• I WI AnA' n.IX._,,), (9) 

Here, the same notations for the bases are used in both 
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the d and boost matrices, since the Gel'fand and Tsetlin 
bases for SO(n - 1,1) are classified by the canonical 
chain SO(n -1, 1)~SO(n -1)~ •• ·~SO(2) and can be 
written in the form (1) in which all numbers except m n1 
(== Pn) are subject to the restrictions (2). 6 The Pn takes 
the value (2 - n)/2 + ill, II real, for the principal series 
of the unitary irreducible representation of SO(n - 1, 1).7 

The orthogonality and completeness relations for the 
D matrices of SO(n) are given as follows4 ,B: 

J dVn~An\:, ({BJ)D~ AIFN({8n}) so (nl n-1 n-1 n-1 n-1 

(10) 

(11) 

where 6xx' ••• stand for a product of Kronecker 6's in 
the individual indices. The expression for 6(nl(' , .) is 
given as follows: 

6(nl({Bn},{Bj)= {]7: (sin8nj)J-".I6(8nj - 8;,A} 

x 6 (n-Il ({ Bn_J, {8~_I})' 

6(2l({82},{B~}l= 6(821 - B~l). 

(12) 

From (10) and (11), we obtain the following relations 
for the d matrices4

: 

:0 N(An_2 ) r d8sinn- 2 BdiAn\( lA' (B)diA~l(A lA' (B) 
A1I_2 ) 0 n-1 n-2 n-1 n-1 n-2 n-1 

_ 6 v'iTr«n - 1)/2)N(An_1)N(A~_I) 
- A~An r(n/2)N(An) 

(13) 

:0 N(;\) diAn\A lA' (8) d~A~~(A' _2 lA'_/ 8') 
).n n-1 n-2 n-1 11 n n 

_ 6 6(8 - 8')v'iTr(n -l)/2)N(A,._1)N(A:,-1) (14) 
- An-2A;'-2 (sin8)n-2r(n/2)N(A

n
_

2
) 

The relations (13) and (14) hold for the d matrices .of the 
single- and double-valued representations. 

The d matrices of SO(n) and the boost matrices of 

W 1(An_H A~_l) is a phase factor which may be equated to 1 
for Pn= (2 - n)/2 + ill, but becomes an important factor 
in the d matrices of SO(n). 

In fact, it is easy to show that (15) satisfies the group 
properties and the unitarity condition, i. e. , 

(13) and (14) are used to derive the first and second 
relations, and the third is derived under the condition 
Pn + P~ + n - 2 = 0, which is satisfied by Pn= (2 - n)/2 + ill, 
II real. Therefore, it follows that the expression (15) 
provides the boost matrices for the principal series of 
the unitary irreducible representation of SO(n -1, 1), 
and we may conclude that formula (15) holds for both the 
single- and the double-valued representations, for the 
relations (13) and (14) are used in the proof of (16). 

The d matrices of SO(n) will be obtained from (15) 
by analytic continuation, i. e., t - - iBnI and Pn - m nu 
integer or half-integer. We must, however, take into 
account the continuation of the phase factor WI(An_1O A~_I) 

which does not change (16), but may give rise to the re­
sult different from 1 for the d matrices. Actually, we 
obtain the following expression for the d matrices: 

where 
An=(mnu \_2), 
cos 8' cos 8 cos B1 + i sin 81 

cos8I+icos8sinB1 ' 

(17) 

SO(n -1, 1) can be determined by the d matrices of SO(n x ([(111l / 21 r(mn1 + m n-1 f + n - j - 1)r(mn1 - m n-1J + j)) 1/2 
-1). 3,4 We can give the expression for the boost J=I r(mn1 + m~_Ij + n - j -1)r(mn1 - m~_lJ + j) . 
matrices of the principal series in the form3,4 

It is easy to see that WI and w2 are connected with each 
bd(An l (I;) - P([n - 1 V2) ..; N(\_I)N(A~_rl W (A A') other by the continuation. The expressions for WI and 

An_1(A~_2l)(n_I - iTir([ 2]/2) 1 n-1O n-1 W 2 are obtained by considering the infinitesimal trans-
1( n - N(An_2)N(A~_2) 

formation and the explicit forms of D
nn

_
1

• 5,6,1 

X :0N(An_3 ) (r d8sinn-38diAn-~i lA' (e)(cosht-cos8sinhl;JPn Formulas (15) and (17) will be useful for the computa-
An-3 J 0 n-2 11-3 n ... 2 

Xd~~ti lA' (8'), 
n-2 n-3 n-2 

where An == (Pn , An_2 ) and 

B' _co_s-'-O_c_o::c:s:;.;:h;..:ct'------'-Sl:;.;:· n::;..h;.:ot 
cos =cosht-cosBsinht' 
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(15) 

tion of the boost and the d matrices of SO(n - 1, 1) and 
SO(n). For SO(3), it is necessary, in order to make the 
result coincide with the usual one, that we divide the 
right-hand side of (17) by 2, take the integral from 0 to 
21T, and change a factor i in W2(A20A~) into -i, because 
of the usual definition of the d matrices with R31 (B) in­
stead of R 32(8). For SO(n), it is sufficient for us to com­
pute the d matrices at 81 = 1T/2, for we have the relation9 

(18) 
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The d matrices of SO(n) can, therefore, be expressed 
in terms of the finite sums of those of SO(n - 1), i. e. , 

(19) 

where 

(A" A" A' A' )- 6 (A A X- I U I A A" X, > a n-1 n .. 2 n-2 n-3 - L , n n-1 n-2 n "-1 n .. 2 
;\;:::···).n-4 

X(A A" A" A' I U-I I A A' X- ) n n-1 n-2 n-3 n n-1 n-2 • 

Note added in proof: Finally, it is noted that the Id 
matrices for the ISO(n -1) group (inhomogenous orthog­
onal group), which denote the matrices corresponding to 
a translation along the (n - 2)th direction, can be ob­
tained from (15) by contraction, i. e. , Pn - i 00 with iPn{; 

= Y~, Y real and 0..; ~ < 00. It is seen that the expression 
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for the Id matrices is given by replacing W1(A -I> A' _I) 
(

1 I ,nn 
- exp "21Tz"L(mn_1 J - m n-l j», 8 - 8 and (cosh/: - cos8 
x sinh{;)Pn - exp(iy~ cos8) in (15), and the result obtained 
by this procedure agrees with that in Ref, 4 except for 
a phase factor. 
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Retarded multi pole fields and the inhomogeneous wave 
equation * 

W. E. Couch and R. J. Torrence 

Department of Mathematics. University of Calgary, Calgary, Alberta. Canada T2N IN4 
(Received 20 June 1975) 

The inhomogeneous wave equation for a class of driving terms that arise in certain physical problems is 
analyzed by introducing a kind of "inner product" g with respect to which the 2'-pole solutions, 1jI,. of the 
homogeneous wave equation are an orthogonal basis. This allows the condition that 8, the Lth multipole 
part of the driving term, will give rise to a nonspreading solution to be expressed as g(IjIL,r 28)=O. The 
complete solution is found in terms of its spreading and nonspreading parts, and the backscattered 
radiation is calculated from the spreading part. 

1. INTRODUCTION 

In a recent paper l the authors considered the axially 
symmetric inhomogeneous scalar wave equation 

(1. 1) 

for a particular class of physically interesting driving 
terms. Spherical coordinates (r, e, rp) were used along 
with the expansions 

t =t CPL YLO' 
L=o 

~=t ljL Y LO' 
L.O 

in spherical harmonics YLO ' In what follows we will fix 
L and omit the subscript on 0L and CPL' We restricted 
ourselves to driving terms which are of the form 

T+1 d (u) 
lj=.6~, 

,,=3 ~ 
(1. 2) 

where T is a positive integer and u = t - r is retarded 
time, and which satisfy certain other requirements, 2 

which will be discussed later. For this class of driving 
terms, a condition on lj necessary and sufficient for the 
corresponding cP to be nonspreading3 was derived. A 
solution was found to be nonspreading if and only if it is 
a finite series of the form 

n-. _ ~2 fa.(u) 
'Y - ci=6 r'" +1 ' 

(1. 3) 

and the condition on lj equivalent to this was shown to be 

(1. 4) 

In this paper we introduce a method of treating Eq. 
(1.1) which uSes the retarded 2 ' -pole solutions, 'p" of 
the homogeneous wave equation as a basis in which 
functions of u and r that are finite series in 1/r may be 
expanded. In particular, the quantities ylj and cP of the 
type given by Eqs. (1.2) and (1.3), respectively, can 
always be written as a unique finite linear combination 
of multipole fields, </I" with appropriately chosen mo­
ment functionS. An "inner product", g, is introduced 
on the relevant space of functions of two variables in 
such a way that, for example, the coefficients of expan­
sion for cP are obtained in the usual way, that is, from 
g(</I" cp). This inner product is given by a sum, rather 
than being given by an integral over the functions 
involved. 
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We use the inner product structure to accomplish 
several things. We give a suggestive derivation of the 
condition for nonspreading; in fact, it will be easy to 
see that in terms of g the condition for nonspreading is 
that g(</IL' ylj) =0, i. e., that the l =L term in the ex­
pansion of ylj in terms of the </I,'s be absent. Thus our 
method and the resulting condition are analogous to well­
known theorems concerning the existence of solutions 
to an inhomogeneous Sturm-Liouville problem in the 
case of ordinary differential equations. 4 In addition we 
give the solution, cP, in the form of a nonspreading part 
plus a spreading part and use g to obtain a simple form 
for the former. 

The spreading part of cP also has a Simple form, and 
we use it to calculate the backscattered radiation. The 
form of the spreading part of cP also enables us to give 
a simple statement of the requirements which along 
with Eq. (1.2) define the class of driving terms that we 
consider. 

2. THE BASIS OF MUL TIPOLE FIELDS 

Let </I be the scalar field in Minkowski space, and 
expand </I in spherical harmonics. The coefficients, 
</II(U, r), will satisfy 

(2.1) 

where U = t - r. If we introduce the infinite lower tri­
angular matrix 

C ,,,={U+ a )!/2<>a!U:-a)!, 

o , 
a-'" t, 

a >l, 

and the related matrix of differential operators 
d ' -" C "'-C"--

1 - I dul-" ' 

then Eq. (2. 1) is satisfied by the finite series 
</I - ± C,"'a,(u) 

1-,,:0 ~+l ' 

(2.2) 

(2.3) 

(2.4) 

where al(u), the lth multipole moment of the retarded 
field, is any sufficiently differentiable function of u. 

Let <J> be the space of functions of two variables of the 
form 
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cp - I! fa(u) 
- 0:=0 ,,-0'+1 ' 

where fa(u) are bounded and sufficiently smooth func­
tions. We introduce a kind of "basis" in <P with elements 
defined by 

(2.5) 

Obviously any member of <P can be expanded in this 
basis; however, the expansion coefficients will be func­
tion of u. We now introduce a second basis in <1>. If we 
define the operators 

I 

\II 1== L- C/tR"" (2.6) 
01=0 

then the set of \II I can also serve as a basis in <P. In 
particular 1jJ1=\Illal(u), where, since the \III are opera­
tors on their coeffiCients, we shall always write their 
coefficients on their right. Then Eq. (2.6) is the trans­
formation between bases. 

We next introduce an "inner product" g on <I> by defin­
ing a bilinear map from <I> X<I> to the set of functions of 
u: 

g(\II I a I(U), \II I' ai' (u») == gil' ==(i II' al(u) a I' (u). (2. 7) 

If we have cp, XE<I> with g(cp,X)=O, we shall say that cp 
and X are orthogonal, so we have made the \II z's into an 
orthogonal basis. If we transform back to the R" basis, 
we find that 

~ 

g(R",f", (u), Rafa(u») == gaa = L (C'", '1",)(C'a I fB), (2.8) 
1=0 

where 

d,,-I 
C·' I_C-' 1 __ 

'" - '" dU",·I' (2.9) 

with 

\

(_1)"'+12"'CV!(21 +1) 
~-'--:7":"..,...--'::"':"'::=-:--:-;-:':"" I "" CV, 

C"",I= (CV-l)!(CV

O

+l+1)! 

, 1> cv. 
(2.10) 

The matrix C-'", I is lower triangular and is the inverse 
of C I"'. This follows indirectly from Ref. 1. Likewise 
the matrix of differential operators, C-\/, is inverse to 
Cz'''. 

3. SOLUTION OF THE INHOMOGENEOUS EQUATION 

ConSider the equation 

(3.1) 

with 6 E <P and given by Eq. (1. 2). We now derive an 
expression for cp which (1) is a Simple form for the 
solution, (2) clearly reveals requirements on 6 that are 
sufficient for the solution to exist, (3) provides an ex­
pression for the backscattered radiation when the field 
is spreading, and (4) shows that when 6 meets the re­
quirements of (2) the condition given by ECJ.. (1. 4) is 
equivalent to cp being nonspreading. 

The driving term naturally occurs in the ROt basis as 
in Eq. (1. 2), and we will ultimately express cp and the 
nonspreading condition in terms of the dOt(u). The nec­
essary calculations are most efficiently done in the \II I 
basis using the inner. product g. 
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The expansion for r6 in the \II I basiS is 
T-2 

r6=~\IlIAI(u), 
1=0 

(3.2) 

where the expansion coefficients A I(U) are found from 
g{1jJ" r 2 6). We have 

~ ~ ~ 

g(1jJ" r 26) = ~ ka "~ C'", "(ij!/)'" C'a"(r2 6)a , (3.3) 

where (1jJI)'" denotes the a-component of IjJI in the R", 
baSiS, and Similarly for (r2 6)a. These components are 
given by (1jJ/)'" =Cz" al(u) and (r2 6)B =da+3(u), and when 
they are used in Eq. (3.3) we obtain 

(3.4) 

Hence it is seen from Eq. (2.7) that Eq. (3.2) is the 
expansion of r 26 if the A,(u) are given by 

(3.5) 

Since 

(3.6) 

we see that every term in r6 except the one for which 
l = L can be generated by 0L(L(L + 1) -l(l + 1) j"\II ,A I; 
hence cp may be taken to be a series in \II IA I(U), 1 if' L, 
which solves Eq. (3.1) for all except the I =L part of 
r 26, plus a term A, which solves the I =L part. That is, 
we have 

T·2 

</J=L- [L(L +1)-1(1 +1)j"\IlIAI(U) +A, (3.7) 
1=0 
In 

where A must satisfy 

o A= \IlLAL = ± CL"'AL, 
L r2 a =0 rc:t+3 

(3.8) 

or, for L?- 1, 

L-' C "'A C LA o A-L;~+~=6 
L - ",=0 r"'+3 rL+3 - A, 

(3.9) 

with AL given by Eq. (3.5) with 1 =L. The case T - 2 <L 
is trivially nonspreading with 1> given by Eq. (3. 7) and 
A L = A = 0, and in what follows we assume T - 2 ?- L. 

The driving term 6A is a member of <P, and only the 
last term in r 2 6A has an ,= L part in its expansion in the 
\III basis. We find A by applying to Eq. (3.9) the process 
which led to Eq. (3.7). The expansion coefficients of 

L-l C "'A 
2); L L 

r a-;o~ 

are, by Eq. (3.5), seen to be 

1=0,1, ... ,(L-1). (3.10) 

Hence we have 

T-2 

cp= ~ [L(L +1) -l(l +l)]-l\Il IA I(u) 
lzO 
In 

L-, 
-2:. [L(L +1) -1(1 +1)]-' 

1-0 

d L - 1 

XC"LICLL\IllduL.1 AL(u) +5, (3.11) 

where 5 must satisfy 
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DLs=clAL(u)/rL+\ L;.O. (3.12) 

For L =0, cf> is given by Eq. (3.11) with the second 
series omitted. 

By direct substitution into Eq. (3.12) it can be seen 
that a solution for S is 

(_I)L+l L '(JL (1 i V 
AL(X)dX) S- r -- -- . --::-2L(2L +1) iJrL rL+l _ U +2r- x 

We eliminate the freedom of adding to S a term 

L ()L (b(V)\ 
r f)rL F')' 

(3.13) 

where b(v) is an arbitrary function of v ~ U + 2r by the 
physical requirement that radiation coming in from in­
finity is not present. 

Equation (3.11) is our desired expression for cf> with 
S given by Eq. (3.13). The moment functions Aj(u) are 
given by Eq. (3.5) for alll; in particular, for AL(U) we 
have, after shifting the sum by {3~ a + L, 

L T-L-2 (-2)Q!(a+L)! de< 
A L(u)=2 (2L+1) k a!(a+2L+1)! due< d,,+L+3(u), 

(3.14) 
It is now seen from Eq. (3.13) that a requirement on 

o sufficient to insure that the solution cf> be given by 
Eq. (3.11) is that the integral 

fv AL(x)dx 
_ .. (u +2r-x) 

and a sufficient number of its derivatives exist. We 
assume that the original driving term 0 given by Eq. 
(1.2) satisfies this requirement. 

In order to obtain a simple form for the backscattered 
radiation, consider the special case that all the dQ!(u) 
have compact support in some interval [u l1 u2 1. Then all 
the A I(U) have this same support and cf> vanishes for 
U <u l and in the region U > u2 cf> is given by 

L iJL /B(v)\ 
cf> = r f)yL \-;:r:+I) , 

(_I)L+l f"2 AL(x)dx 
B(V)-2 L(2L +1) (u+2r-x)' 

"1 

(3. 15a) 

(3.15b) 

This is, in the region U > U 2, a purely advanced radia­
tion field with advanced moment function B(v); this gives 
the backscattered radiation. 

It is seen from Eqs. (3.11) and (3.13) that S is the 
only part of cf> that has a nonlocal dependence on 0; 
hence cf> is nonspreading if and only if S = O. But S = 0 
if and only if A L = O. Hence the condition on 0 such that 
rf> will be a nonspreading field is g\if!L,r20)=0, and we 
see from Eq. (3.14) that this is the same as Eq. (1.4), 
the original condition derived in Ref. 1. 

4. CONCLUSION 

A proper vector space structure could have been in­
trOduced on <I> in Sec. 2 by introducing such a structure 
onto the set of coefficients fe«u); then a proper inner 
product could have been defined by 
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g{>Ir j a I(U), >Ir I' a j' (U») = 0 II' 1.:: al(u) a I' (U) duo (4.1) 

This more conventional and complicated approach was 
unnecessary in the context of this paper, but a more 
elaborate approach may be justified by other applica­
tions which we are considering, for example, a deriva­
tion of the formula for the Clebsch-Gordan coefficients 
of the Lorentz group. 

The presence of functional coefficients in <I> is a 
direct result of our refusal to do a harmonic analysis 
with respect to u. Since the problem can be done with­
out it, such an analysis seems to obscure the physical 
problem without a compensating benefit. It is of interest 
that a harmonic analysis with respect to u would leave 
us with finite (Bessel) series in 1/r, while one with 
respect to t would yield infinite series (Bessel func­
tions). This simple distinction has been utilized by 
other authors, 5,6 but without the explicit comment it 
deserves. 

A related fact is the nature of the inner product de­
fined here. Orthogonality of Bessel functions of differ­
ent order can be defined with respect to an inner pro­
duct defined by an integral. 7 By working with u instead 
of t, the orthogonality defined in this paper is between 
Bessel series of different order, and as demonstrated 
here, is with respect to an inner product defined by a 
sum. 
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On the computation of the prolate spheroidal radial 
functions of the second kind 
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The series expansion for the prolate spheroidal radial function of the second kind (or its derivative) is 
found to be slowly convergent when the eccentricity of the spheroid is large (a thin spheroid). To overcome 
this difficulty, a method is presented in which a small fInite number of terms are summed in the 
conventional manner, and then the infmite remainder series is approximated by an integral of a continuous 
function. The validity of the method is confirmed by comparing the computed Wronskian with the 
theoretical. Satisfactory agreement (three to fIve significant figures) and a very substantial reduction in 
computa~ion time -are achieved. 

I. INTRODUCTION 

The differential equationl
-

3 for the prolate spheroidal 
radial function is given by 

~ (~2 -1) d~ Rmn(h,~») - (Emn - h
2 e + e~21 )Rmn(h, 0= 0, 

(1) 
where ~ is the radial coordinate, 1 -'S ~ < 00, m = 0,1,2, 
"., n is an integer", m, h= (21T/A)F, with F being the 
semi-interfocal distance of the spheroid and A being the 
wavelength of the interacting wave, and Emn is the eigen­
value (or separation constant) for which a fast accurate 
method of computation is described in Refs. 4 and 5. 

Two independent solutions of Eq. (1) are l 

(
e -1 )m12 ~, 

R~n~h, ~>= ----p- r!il a~n(h}jm+r(h~) (2) 

and 

( 
e )m12 ~ R~2n~h, 0= f 1 T~: a~n(h)nm+r(h~) (3) 

where a~n(h) are the normalized expansion coeffiCients, 
jm+T(hO and nm+r(h~) are respectively the spherical 
Bessel and spherical Neumann functions, and L;' denotes 
the summation over even or odd values of r according 
as (n - m) is even or odd. R~l';(h,~) and R~z,;(h,~) are 
called prolate radial functions of the first and second 
kind, respectively. 

The derivatives of R~';(h,~) and R~2';(h, 0 are given 
respectively by 

R(1)'(h t:)=~R(l)(h t) mn ,,, d~ mn ,<, 

and 

R(2l'(h t:)=~R(2)(h t) 
mn 'S d~ mn ,<, 

( e_1)mf2(~, d ) 
= -~-2- h 3~'l a~n(h) d(hl;) nm+r(hO 

m (2)( ) 
+ l;(e_l)Rmn h,~. 

The theoreticall
- 3 value of Wronskian of R~l':(h, 1;) and 

(4) 

(5) 
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R~2':(h, 0 is obtained from the asymptotic forms of these 
functions and is given by 

(6) 

The computed Wronskian We is obtained from the com­
puted values of the radial functions and their derivatives 
by the relation 

Since R~l':(h, 0 and R~,;'(h, 0 can be computed very ac­
curately due to rapid convergence of the series (2) and 
(4) without any difficulty, the accuracy of computation 
of R~2';(h,~) and R:';';' (h,~) (also the degree of conver­
gence of the series representing these functions) is de­
termined by matching the computed and theoretical 
Wronskians Wt and We' 

Flammer2 (p. 32) asserts that "the series of Eq. (3) 
for R~z,;(h, 0 converges very slowly, if at all, when h~ 
is small." He also cites Morse and Feshbach3 (p.1506), 
according to whom "the series does not converge well 
for h~ small, in fact it is an asymptotic series not being 
absolutely convergent for any finite value of hI;. " Weeks 6 

(p.46), who used a series similar to that in Eq. (3), 
asserts that it converges very slowly in the neighborhood 
of ~ = 1. In fact he used the series for computation of 
R~~(h, 0 by directly adding a sufficient number of terms 
and checking the accuracy of the result by comparing 
computed and theoretical Wronskians. He also discussed 
the suitability of the series representation and its use 
for computation even though the convergence is very 
slow. Flammer2 (p. 33-34) gives an alternative series 
for R:';':(h,l;) which he claims to converge well, so long 
as h is not too large, for small values of L that is, for 
values of I; near, but not including, unity. But the com­
putation of R:';': by using this series is much more com­
plicated and time consuming due to the inclusion of two 
sets of expansion coeffiCients, a joining factor between 
radial and angle functions and two kinds of associated 
Legendre functions as compared to a single set of ex­
pansion coefficients and spherical Neumann functions 
used in series (3). 

In actual computation by using the series (3) and (5) 
for the cases of small h~ or ~ = 1, it is found that the 
series does converge very slowly as verified by com­
paring We and Wt . For large values of h~, and ~ of 
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course, the series are found to converge much more 
rapidly. 

When the series (3) and (5) converge slowly, the com­
putation of R~2~(h,~) for a reasonable accuracy (deter­
mined by the matching of the Wronskians) consumes 
large amounts of computer storage and time, and further 
we encounter serious scaling problemss when the num­
ber of terms of the series becomes large. In this paper 
the difficulties involving slow convergence and scaling 
are overcome by summing a small finite number of 
terms in the usual manner and then by approximating 
the infinite remainder series by an integral of a con­
tinuous function. This method yields excellent matching 
(three to five Significant figures) of the Wronskians for 
various values of h and ~ used in Ref. 7, indicating 
thereby the correctness of the results. 

II. INTEGRATION METHOD 

In this method, the first few terms of the series (3) 
are summed up to the order r = N say, where N is a 
moderately large number such that the quantities a'fJn(h) 
and nm+N(h~) remain within the machine range. The re­
mainder series is then replaced by an integral of a con­
tinuous function of r. R~~' (h, ~) is computed in a similar 
way. 

To this end we write Eq. (3) as 

( e 1 )m/2 
R~2n~h, ~)= T S, 

where 

s= t't r 
r=Otl 

and 

(8) 

(9) 

(10) 

The ratio of successive terms can be expanded (see the 
Appendix) in inverse powers of v = m + r for large r. 
That is, 

h = (1 + t !!.t).J.. (11) 
tr k:l V ~ 

The quantities Hk are derived in the Appendix for k 
=1, ... ,6." 

When truncated to six terms, (11) is a very good ap­
proximation to the actual value of the ratio tr+2ltr even 
if r is as low as 20, in which case the agreement is 
good to five or six significant figures. 

Now let us consider a function 

¢(r)=cexp(- O'v)zJexp(t Ii:) 
k=l v 

where c, a, f3, and the Ii/s are constants. Then 
evidently 

¢(r+2) ( ~ Ik ) ¢() =exp(-2O') l+LI /i"+O(v- 7
) , 

r k=l v 

(12) 

(13) 

where the Ik's are functions of f3 and liu 1i2 , ••• ,li
k

_l and 
the terms of order O(v-7

) are considered negligible. 
Now by setting Ik"", Hk, k = 1,2, ... ,6, and exp( - 20') 
= 1/ e, the series (13) can be completely matched with 
the series (11) up to the sixth inverse power of v. Thus 
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the series (13) is made to give the same degree of ap­
proximation to t.,..Jtr as the series (11). We also get all 
the unknowns a, f3, and lik 's, up to k = 5 (see the Appen­
dix) except c. Now we can write an approximate ex­
plicit expression for tr for large r as a continuous 
function t(r) as 

t(r) = c exp[ - O'(m + r)](m + r)lI exp(t ( !k )k)' (14) 
k=l m r 

where c is deduced from (14) by knowing the exact value 
of tr at r=N. 

The sum S of Eq. (9) can be broken into two parts, 

(15) 

where Sl = -Z~:O.l tr and is obtained by direct addition and 
S2 = -Z;:N+2 tr , which.is replaced by integration by using 
the functional form of t(r) and the trapezoidal rule. Now 
from Fig. 1 

I
N+4 ( ) 2 t r dr= tN+2-E2=2tN+4+El' 

N+2 
Therefore, 

tN+2 + tN+4 = IN+4 t(r) dr+ t(€2 - El)' 
N+2 

If (E2 - El ) - 0, which strongly holds in the case of a 
slowly varying t(r), we get 

I
N+4 

tN+2+ tN+4 == t(r) dr, 
N+2 

I N+S ) 
tN+4 + tN+6 == t(r dr, 

N+4 

and hence 

S2= t, tr==t j"" t(r)dr+ttN+2. 
r=N+2 N+2 

By suitable transformations we can write 

(~ t(r)dr=cexp[-O'(m+N+2)] 
jN+2 a 

t(r) 

x i~ exp(- y)(~+ N+ m + 2y 

xexpC~ (y/ 0'+ N!km + 2)k) dy. 

(16) 

(17) 

(18) 

(19) 

FIG. 1. Integration by trapezoidal 
rule. 

14---2 

N+2 N+4 

B.P. Sinha and R.H. MacPhie 2379 



                                                                                                                                    

TABLE 1. Comparison of direct sum method with integration method: h= 2, m = 2, n = 2, ~ = 1. 005; theoretical Wronskian 
= 0.498 7531 >< 102• 

Direct sum method Integration method 

No. of Computer R!;,~h,~) R~/(h,~) Computed No. of Computer R~(h,O R~/(h,O Computed 
Terms time Wronskian Terms time Wronskian 

2500 4.94 sec - O. 485191 0.972 934 0.498541 10 0.85 sec - O. 485198 0.973691 0.498725 
>< 102 >< 104 >< 102 >< 102 >< 104 >< 102 

40 0.89 sec - 0.485224 0.973694 0.4987529 
>< 102 x 104 X 102 

Some radial functions of the second kind and their derivatives: h = 2, m = 2, ~ = 1. 005, no. of terms employed = 40: theoretical 
Wronskian = O. 498 7531 >< 102 

n R~(h,~) R~/(h,~) Computed Wronskian 

2 - O. 485 224 x 102 0.973694>< 104 0.4987529 x 102 

3 -0.172812x103 0.352247 x 10 5 0.4987527 x 102 

4 -0.879076x103 0.182367 x 106 0.4987515X102 

5 - O. 599301 x 104 0.126816 x 101 0.4987495 x 102 

This integral can be evaluated numerically by a con­
venient and accurate scheme such as the Gauss-Laguer­
re quadrature formula. 8 

Similarly the derivative R~2~'(h, 0 is determined from 
the relation obtained from Eq. (3) as 

R (2)'(h t) = (e -1) m/
2 

;;"', m R(2)(h t) 
mn , S e h r':o,1 t r + ~(e _ 1) mn 's, 

(20) 

where 

(21) 

The sum 
~ N 

S' = 6' t'r'" 6' t~ + 1 r t'(r) dr+ 1t;"'+2 
r=O,l r=O,l N+2 

(22) 

is obtained in a similar fashion as the evaluation of S. 

After computing R~~(h,~) and R~2t(h,~), the 
Wronskian We is computed from the knowledge of 
R~~(h,~) and R~1~'(h,~) and compared with Wt in order to 
estimate accuracy. 

III. RESULTS 
The direct summation and integration methods are 

compared in Table 1. It is seen that about 2500 terms 
are needed for a three significant figures matching of 
the computed Wronskian with the theoretical Wronskian; 
a better matching is obtained even if the number of 
terms for the direct sum in the integration method is as 
low as 10. It is also noted that computer time required 
by the integration method is very small as compared 
with that required by the direct summation. 

Table I also contains the values of some radial func­
tions and their derivatives computed by the integration 
method. 

IV. CONCLUSIONS 
The simplified method presented in this paper for the 

determination of the prolate spheroidal radial functions 
and their derivatives eliminates one of the major 
stumbling blocks in the computation of the prolate 
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spheroidal wave functions. In fact, the present paper 
and the methods for computation of eigenvalues dis­
cussed in earlier articles4

,5 drastically simplify the de­
termination of the entire set of prolate spheroidal wave­
functions. 

APPENDIX 

The ratio of the successive terms tr of the series (9) 
is given by 

(AI) 

where 

A a~:2(h) d B _ nm+r+2(h~) 
r+2= a';"(h) an r+2- nm+r(h~) 

Substituting (2) in Eq. (1), using the recurrence rela­
tions of Neumann functions, collecting the coefficients 
of nm+r> and equating to zero, we get 

Ar+2 = Yr+.} [Ci r+2(E mn - f3r+2) - Ar+4l, 

where 

(2v+ 7)(2v+ 9) 
01,+2= - (v _ m + 4)(v - m + 3)h2 , 

2v2 + 10v + (11 - 2m)2 h2 
f3r+2=(v+2)(v+3)+ (2v+ 3)(211+ 7) , 

(v + m + l)(v + m + 2)(211 + 7)(2v + 9) 
Yr +2= (2v + 1)(2v + 3)(v - m + 4)(v - m + 3) 

and v=m+r. 

Since Ar - 0 when r - 00, for large r we have 

A - Yr+2 1 neglecting Ar+4' (A2) 
1"+2 -- £l'r+2 Emn - i3r+2 ' 

With the help of the binomial theorem and the use of 
approximate relation (A2), A,+2 is expanded in inverse 
powers of v as 

A~2= (1 + ± Fkk + 0(V-7
)) [(1 + 1) (1 + 3 )J-1 ( h2

) 
,. k=l V 2v 2v 4v2 ' 

(A3) 
where 
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Fl =2(m -1), 

F 2 = [u + (4m 2 
- 2Sm + 24)]/22, 

F3 = [(4m - 14)u - (40m 2 -lS4m + 144)]/23, 

F4 = [u2 + (4m2 - 6Sm + 140)u + 2H 

+ (304m 2 -116Sm + S64)]/24, 

Fs = [(4m - 24)u2 - (SOm2 
- 768m + 120S)u 

+ (Sm - 4S)H - (2080m 2 - 7264m + 51S4)V2s, 
(A4) 

F6 = [u3 + (4m 2 - 10Sm + 356)u2 + (100Sm2 - 7216m + 95S4)u 

+ 4uH + (Sm2 - 216m + 71S)H 

+ (13504m 2 - 4460Sm + 31104)]/26 

with u= 4Emn - 2h2 and H = (4m 2 _1)h2. 

Using the expansions 

and the binomial theorem, we obtain a series for Br+2 
in inverse powers of II as 

B y +2 = (1 + E ~: + 0(11-
7»). [(1 + 2

1
11) ( 1 + :11)] (h;~;)' 

where 

G1 =0, G2=-w, G3=w, 

G4=_(w2+7w)/4, Gs=-(4w2-20w)/S, 

Gs = - (4w3 + 14w2 + 61w)/16 

with W=th2~2. 

(A5) 

(A6) 

Neglecting powers higher than (l/II)S in the product of 
(A3) and (A5), we get approximately 

(A7) 

where 

Hj=Fj+Fj_1Gl+'''+FlGj_l+Gp i=1,2, .•. ,6. 

From Eq. (12) 

¢;(;)2) =eXP(-2a)(1+;yexp{E~: [(l+;t -1]} 
(A8) 

Expanding (AS) by using the binomial theorem and ex­
ponential expansion in power series of (1/ II) and equating 
the coefficients of the resulting series with those of the 
series in (A7) for equal powers of (1/11) from the first 
to the sixth, we get finally 

<!= lnW, (3=Hr!2, 

(\ = [2f3((3 -1)- H2 ]/2, 

15 2= [j-f3((3-1)((3 - 2) - 4(315 1 + 415 1 - H3]/4, 

2381 J. Math. Phys., Vol. 16, No. 12, December 1975 

153 = [tf3({:l-l)((3 - 2)({:l- 3) - 4(3((3 - 1)151 + S{3(Ol - 02) 

- (801 - 20i - 1202) - H4l/6, 
04 = [~f3({3 -1) ••• ({:l- 4) - t{3({3 -1)(j3 - 2)01 + S{3(j3-1) 

X (01 - 02) - 2 {3(S(\ - 20i - 1202 + 603) 

+ (1661 - Soi + SOl02 - 3202 + 2403) - Hs]/S, 

Os = [~j3({3 -1)··· ((3 - 5) - j-{3({3 -1)· •• ({3 - 3)01 

+ l-ff3((3 - 1)((3 - 2)(01 -02) - 2{3({3-0 

X (SOl - 20i - 1202 + 603) 

+ 2{3(1601 - Soi + SOl02 - 3202 + 2403 - S(\) 

- (3201 - 240i 

+ 400/02 - S0152 - S15~ -12°1 15 3 + S0153 

- 4004 + toil - Hsl/10. 

In the case of the derivative 

t;.../ t~ = Ar+2B~+2' 

where 

d fd B'y+2=d~nr+2(h~) d~ny(h~), 

and this can be obtained by application of the binomial 
expansion as a power series 

B;"'2= (1 +?;t ~k + 0(11-
7 ») [(1 + 2~) (1 + 23v )] (h;;:) , 

where 

G1=2, G2=-(w+2), 

G3= (3w+ 2), G4= - (w2+ 19w+ S)/4, 

Gs = (24w2+ 56w+ 16)/S, 

Gs = - (4w3+ 62w2+ 153w+ 32)/16. 

(A9) 

The values of H;'s and o;'s are then obtained in similar 
fashion as discussed before. 
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A Backlund transformation in two dimensions * 
Hsing-Hen Chen t 
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(Received 30 May 1975) 

Backlund transformation method is applied to find solutions of a nonlinear evolution equation. This 
equation describes weakly dispersive nonlinear shallow water wave in two space dimensions. 

1. INTRODUCTION 

Recently, inverse scattering methodl
-

5 and Backlund 
transformation method6

-
9 have been widely studied to 

obtain solutions of many nonlinear evolution equations 
with physical applications. Typical examples are 
Kortweg-de Vries equations10 describing shallow water 
wave and ion acoustic wave, nonlinear Schrodinger 
equation describing Laser self-focuSing,2 Sine-Gordon 
equation3 describing a nonlinear model field theory, etc. 
A common feature of these equations is the existence 
of solitary wave solutions. 11 These are stable pulses 
balanced between nonlinear and dispersive effects. They 
maintain their identities even after colliding with each 
other and, therefore, represent new degrees of freedom 
associated with the nonlinear media. 

However, successful these methods are. They were 
restricted, up to now, to one-space dimensional prob­
lems only. 11 It is certainly very desirable to extend 
these methods to higher dimensions in accord to the 
physical reality. 

Dryuma 12 recently presented a Lax equation for a 
two-dimensional Kortweg-de Vries equation. It pro­
vides hopes that one can solve a two-dimensional prob­
lem by using either inverse scattering or Backlund 
transformation method. We will show in this paper that 
Backlund transformation can indeed be applied to this 
particular problem. Soliton solutions can be constructed 
similar to the one-dimensional case. However, solitons 
in two dimenSions are not localized. They are straight 
lines of infinite extent'! Multisoliton solutions can also 
be constructed through a superposition formula. They 
are also of infinite extent, constituting parts of wedges 
and polygons. 

In this paper, we study the two-dimensional Kortweg­
de Vries equation, first obtained by Kadomtsev and 
Petviashvili 13 in describing disturbances in a weakly 
dispersive, weakly nonlinear medium: 

(1.1 ) 

The positive sign refers to negative dispersion while the 
negative sign refers to the positive dispersion. Note 
that Eq. (1.1) reduces to a KdV equation in the xl plane 
and to a Boussinesq equation in the xy plane. 

2. GENERALIZED LAX CRITERION 

If we are given two linear Hermitian operators 
i[a",q(x)] and A[a", q(x)] (x and q denote the totality of 
xl> %'z,'" ,xn and ql>qz,'" ,qm respectively) that com­
mute with each other, i. e. , 

[1,.4J=0, (2.1) 
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then there exists a Simultaneous set of eigenfunctions 
{1/I(x)} such that 

(2.2) 

where a and (3 are eigenvalues independent of x. Equa­
tion (2.1) will give us the evolution equations of interest 
and Eqs. (2.2) are the basic equations from which we 
derive our Backlund transformations for the evolution 
equations obtained from Eq. (2.1). 

We will clarify these pOints by showing an example 
adapted from Dryuma12 in the following: 

(2.3) 

(2.4) 

By choosing b=±i/l3, we get, from Eqs. (2.3), (2.4), 
the equation 

qxt -qyy +qxx +(3q2)xx +qxxxx=O. (2.5) 

On the other hand, chOOSing b = ± 1/13, we get 

(2.6) 

In both cases, we have two choices of b in getting the 
same equation. We will concentrate first on Eq. (2.6). 
The transformation y- iy automatically carries it to 
Eq. (2.5). 

3. BACKLUND TRANSFORMATION 

From Eqs. (2.2), (2.3) and (2.4), we have 

2;1/J +q'f!± (1/13)2 yl/J= alp, 
(3.1) 

4ia 3 ,p +3i(q2 x +oxq)I/J±3i JX qydXI/J +i2x'p +i0 t
,J;= f3<1!. 

This set of equations can be understood as a trans­
formation equation between q and 'p, where q is a solu­
tion to Eq. (2.6). We will show in the follOwing that I/J 
is related to another solution q' of Eq. (2.6). There­
fore, Eq. (3.1) provides a relation between two solu­
tions q and q' of the same Eq. (2.6), that is, a Backlund 
transformation. 

Let <p =ln1)! and wx=q; we can rewrite Eq. (3.1) as 

<Pxx + <p~ + Wx Of (1/13 )cpy = a, 

4i(<Pxxx + 3 <Px<Pxx + <P~) +3i(2wx<Px +wx) 

± ,f'Jiwy + i<Px + i<Pt = (3. 

(3.2) 

Eliminating w in Eq. (3.2), we get a nonlinear evolu­
tion equation for <p: 

<Pxxx - 2 ¢; + 6a¢x ± 213 J x ¢y ¢xxdx 

+ J'¢"dX+¢x+¢t=-i{3. 
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It means that, for every solution cP of Eq. (3.3), we can 
construct a solution wx"'q of Eq. (2.6). Now, it is easy 
to observe that for every (cp, (3) pair satisfying Eq. (3.3) 
we have (- cp, - (3) satisfying the same equation with a 
sign change in the fourth term. For this new pair 
(- cp, - (3), there is a corresponding solution q' "'w; of 
Eq. (2.6) such that 

- CPxx + cp; + w; 'f (1/13" )CPy == a, 

4i(- CPm +3CPxCPxx - <p~) +3i(- 2w;cpx +w;x) (3.4) 

'fl3"iw~ - iCPx -i<Pt == - f3. 

Taking the difference and sum of Eq. (3. 2) and Eq. 
(3.4), we get 

8i(<Pxx + <P~) + 6i<Px(w +W ')r +3i(W - w')xx (3.5) 

± 13 i(w +w')y +2i<Pr +2i<Pt ==2f3. 

and 

(3.6) 
24<Px<Pxx + 6i<Px(w- w')x + 3i(w +w')xx ± 13 i(w - w')y == o. 
From (3.5) we have <P ==tr(w ' -w)dx + <Po(y, t), where 
<Po is an arbitrary function of y and t. For convenience, 
we can choose <po=='f3ay-if3t. This will cancel out the 
a and f3 in the Backlund transformation and implies that 
these two constants are not essential in constructing 
solutions. Now, by substituting the relation between <P 
and Wi into Eqs. (3.5) and (3.6), we get the Backlund 
transformation 

(Wi _W)2 +2(w' +w)r -£(2/13) jX(',fJ'_w)ydx==O, 

4(w' -w)xr+(w' _W)3 +3(w' +w)x(w'-w) +3(w -w')xx 

+V3e(w+w')y+(w'-w)x+ jX(w'-w)tdx==O. (3.7) 

The double signs appearing in the transformation 
equations reflect the fact that we can have wave propa­
gating in both positive and negative direction in y. It is 
therefore convenient to replace them by a single 
parameter E == ± 1. 

From Eq. (3.7) we can proceed on to construct 
specific solutions of Eq. (2.6). Starting from a known 
solution (say w == 0), we can get many solutions w I from 
Eq. (3.7) by integrating it directly, or more convenient­
ly by going back to Eq. (3.1), 

a!l/J - (e/13 lOA) == 0, 
(3. B) 

4io;1/J +ioA +io t
,p==O; 

the most general solution of '.j; is 

l/J ==L ak exp[ikx -lZek~ + i(4k3 - k)t] ""L Gk exp(~k)' 
k k 

(3.9) 
The summation runs over all complex values of k and 

ak is a spectral function. The relation, q'==w;=2<p rx 
== (2l/J x/>.jJ)" then implies that 

q'==2 
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(-~ Ok k
2 exp(~k1(f ak exp(~k) )+(~ kGk exp(~k) y 

( ~ ak exp(~k») 2 

(3.10) 
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is a solution of Eq. (2.6). Special chOice of ak will re­
sult in special solutions. For example, let ak == <\,-1"1 

+ <\.- lk2; then 

q' =Hk1 - k2)2 sech2[Hk1 - k2) x + (I3"E/2)(k~ - k~)y 

-H4k~ - 4k~ +k1 - k2)t]. (3.11) 

It is a two-dimensional solition with amplitude Hkl -ka)2 
and velocity 

( 
2 2 ) 1 E Vx 

v x =-4 kl +k2+klk2 - , vy= V3 k1 +k
2

' 

Changing the sign of kl and k2 will change the sign be­
tween Vy and v X ' There is then no need to keep € in the 
Backlund transformation. We set, therefore, E = 1 in 
Eq. (3.7). 

Singular solution can also be obtained from Eq. 
(3.10). The choice a~ == (\. -i"l - O".- ik2 results in 

q; == - Hkl - k2)2 csch2[Hk1 - k2)x +t/3€ (k~ - k~)y 

(3.12) 

Care must be taken in choosing ak to generate regular 
solution from Backlund transformation. 

4. SUPERPOSITION FORMULA 
The advantage of Backlund transformation is the 

possibility of deriving a superposition formula for 
solutions. This superposition enables us to construct 
more complicated solutions by algebraic means only. 
No more integration quadrature is needed then. It also 
implies that solutions obtained in the last section are 
stable. They do not lose their identities after colliding 
with each other. 

To derive the superposition formula, we let WI be a 
solution generated by Backlund transformation from a 
known solution Wo with a certain spectral function a1 kt 

w2 be a second solution generated from Wo with spectral 
function a2.", and W3 a third solution generated from WI 
with spectral function a2 k' From the definition and 
Backlund transformation' Eq. (3.7), we have 

(WI - WO)2 +2(w1 +WO)X - (2/~) jX(Wl -wo)ydx==O, 
(4.1) 

(w2 -WO)2 +2(wz +wo) -(2/13) jX(wz -wo).dx==O, 
(4.2) 

(w3 - W)2 +2(w3 +W1)X - (2/13) jr (ws - wJydx== O. 

(4.3) 
It is easily shown that 

W3 +WO==Wl +w2 +2(w1 -W2)x!(W1 -w2) (4.4) 

satisfy the above three equations and is therefore the 
superposition formula we are searching for. 

Starting from Wo == 0, we have WI and w2 as given in 
Eq. (3.10) with spectral functions a1 k and 02' k respec­
tively. They can be called single-sp~ctrum solutions. 
Insert them into formula (4.4); we get a solution W3 
contains two spectral functions (both aI," and a2,,,). It 
can be called a two-spectra solution. In particular I 
when we choose a1 '" a2 k' the special form that gener­
ates 2D solitary w~ves in Eqs. (3.11) and (3.12), we 
get W3 a two-soliton solution in two dimensions. This 
solution constitutes a two-straight-line wavefront. The 
two straight !ines intersect at a certain point. Each one 
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is broken at the intersecting point, reconnecting with 
the other one, forming an angular wedge. The two 
wedges, opposite to each other, travel together with a 
group velocity 

v=i\ +iiXel (cotli1J l -csCeV 2), 

where el = iiI/v" ii = ii2 xiil/ I VI Xv21 , 

It behaves therefore like a wedged soliton. When three­
line soliton solutions are superposed, we will observe 
relative motions between three wedges and an inner 
triangle. Higher rank solutions behave similarly. As 
remarked in the Introduction, these solutions are not 
localized. If we do have an initial localized wavepacket, 
we conjecture that this wavepacket will spread and de­
velop into extended solutions of the kind described above. 
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It is shown that a Lorentz covariant coordinate~~ can be chosen in the case of the Kerr-Sch~ld . 
geometry which leads to the vanishing of the pseudo energy-mome~!um tensor and hence to the Imeanty 
of the Einstein equations. The ~etarded time and the reUlrded distance are introduced and the Lienard-Wiechert 
potentials are g~eraIized to gravitation in the case of world-line singularities to derive solutions of the ty~._~ 
of Bonnor and Vaidya. An accelerated version of the de Sitter metric is also obtained. Because of the 
Hneanty, complex translations can be performed on these solutions, resulting in a special relativistic version 
of the Trautman-Newman technique and Lorentz covariant solutions for spinning systems can be derived, 
including a new anisotropic interior metric that matches to the Kerr metric on an oblate spheroid. 

1. INTRODUCTION 

In general relativity, the field equations are often 
simplified when we deal with algebraically special or 
degenerate metrics. The degeneracy of the metrics 
is linked with the multiplicity of the Debever-Penrose 
directions. 1,2 One of the important examples for the 
algebraically special metrics is the Kerr--Schild2 met­
ric which is given as 

(1. 1) 

where 17 I"V == (1, - 1, - 1, - 1) is the Minkowski metric, V 
is a scalar function, and A" is a light like vector both 
with respect to g "V and 17 I"v: 

(1. 2) 

This null vector is also geodesic both with respect to 
gl"v and 171"v' that is, 

(1. 3) 

where 01" and "I" are covariant derivatives with respect 
to 1) I"V and g I"V' respectively. These two properties of AI"' 

Eqs. (1. 2), (1. 3), make it a shear free double 
Debever-Penrose vector. If the scalar function V is 
a constant, A" becomes a Killing vector. 

The Kerr -Schild metric has been studied by several 
authors by using either the tetrad formalism2 or the 
direct procedure3 in solving the field equations. We use 
the second method in a special relativistic covariant 
way and find the energy--momentum tensor (e. m. t.) of 
the matter and the field other than the gravitational 
field. The mixed form of the e. m. t. is linear in the 
function V and also it is divergence free in the ordinary 
sense, that is, 

(1. 4) 

Therefore, the pseudo-energy-momentum tensor 
(p. e. m. t.) of the gravitational field must also be con­
served. We find that it vanishes in this coordinate sys­
tem. Vanishing of the p. e. m. t. makes the field equa­
tions linear. Because of this fact, the gravitational 
field is not its own source in this coordinate system. 
If a metric can be thrown into the Kerr-Schild form by 
a coordinate transformation, the gravitational energy 
and momentum are cancelled by this coordinate trans­
formation which represents some kind of acceleration 
according to the equivalence principle. 
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A method, which leads to a new metric from an old 
one, is based on making a complex translation along 
one of the coordinates without changing the physical 
character of the source. Such a complex translation is 
allowed in classical electrodynamics and in linearized 
general relativity because of their linearity4 of the 
equations. In exact general relativity complex transla­
tion was used several years ago by Newman and Janis5 

to obtain the Kerr metric from the Schwarzschild met­
ric and by Newman et al. 6 to obtain the charged Kerr 
metric from the Reissner-Nordstrom metric. Recently, 
Adler et al. 3 used complex translation and reobtained 
the Kerr metric in the Kerr -Schild coordinate system 
without drawing attention to the linearity of the field 
equations. Now it becomes clear that complex transla­
tion is allowed in general relativity whenever we can 
find a coordinate system in which the p. e. m. t. van­
ishes or the Einstein equations are linear in this coor­
dinate system. This is of course not true for an arbi­
trary metric. It happens to be true in the algebraically 
special Kerr -Schild geometry. 

Another advantage of the Kerr -Schild metric is the 
following. When we take A" as the gradient of the re­
tarded time and V as a function of the retarded distance 
for an accelerated system (particles, charges, etc.) 
we get simply the result of Bonnor and Vaidya, 7 gener­
alizing the Li~nard-Wiechert potential in electromag­
netism to the retarded gravitational potential. In addi­
tion to their result we also find the accelerated version 
of the de Sitter metric. 

In Sec. 2, we find the Einstein tensor of the Kerr­
Schild metric and show the linearity of the field equa­
tions. We also prove that AI" is a double Debever-Pen­
rose vector for any e. m. t. In Sec. 3 we find the field 
of accelerated systems, especially of the charged par­
ticle in a de Sitter universe. In Sec. 4 we complexify 
the solutions discussed in the previous section for non­
accelerated systems. We find the e. m. t. for this case. 
The Kerr8 and charged Kerr metrics6 are special cases 
of this e. m. t. For the interior metriC, this tensor is 
shown to correspond to the e. m. t. of an anisotropic 
perfect fluid and to match the Kerr metric on an oblate 
spheroid. In Sec. 5, we show the resemblence between 
the linearized field equations obtained from an approxi­
mation procedure and the field equations obtained for 
the Kerr -Schild metric. 
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2. THE KERR-SCHilD GEOMETRY 

The light like character of the four vector AIL greatly 
simplifies the calculations. Because of this property, 
it can be raised and lowered with both 7]ILv and gILv' and 
we also have 

(2.1) 

so that we have 

(2.2) 

The Riemann-Christoffel symbols and the curvature 
tensor, for this metric, are 

r a ILV = - [(lal), IL + (lal), v -7]Ya(l ILl),y + 4Al"lILlJ, (2.3) 

R
Y 

ILva 

= 0vrr ILa - a arr ILV + rr /lvI"ll ILot - rr 8a ra ILV 

= lYl( al/!vI" -7]Y~lILZ(yl/!al~ + 2AZIL1( aevt 

- 2AFZ(ve ' a I" - F q,YILa + F q, aILV 

-Zvq,I"Y a + ZI"q,,,,Yv -Z"q,/ a + 71YTZ
vq,TI"" 

- rrlaq,T"V -7]81f(FZ) .iZ ILZa), If + 7]81f(F la) ,8(l ,.tv) ,a 

- (lan, I"Y + (lyF),ILa + 1)
Y8 0IL l a),8Y -71Y8(l"Zy),8a 

- 4(Azrl IL Za).y + 4(AFZ"I) ,a' (2.4) 

where 

and 

IlL = fiAIL' 

l/!ILv = Z8,)8, IL' 

e Y IL = lY,I" -ZI"/' 

6' I"Y= ZIL,V + Zv, IL' 

q, ILva = 1
8 

,IL (ivl a),8' 

Z(al/!8IIL=lal/!8IL -18l/!aIL' 

Z(a 6Y vI = ZaeY v -lv& a' 

We note that 

F l/!Y8 = F q, ar8 = F q, aBY = 0, 

ZyeYIL=AZ IL , A=_,\l'(V1
/
2),y 

Fq,are= 2AZyle, 

lyRY ILva= -lY(ZaF),ILv+Zy(ivF),ILa 

+ 18(Z ILL,,) ,8v - 18([ ILl), 8a' 

Zyl"RY I'va = Z8f([IL Za),8Y 

= [( V,y AY),IlA8V]AILAa' 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

We can find the Ricci tensor by using the identities 
(2.5)--(2.7), and letting Y=1I in Eq. (2.4). It reads 

R ILa = - (lafl,,,y + TjYIl(lILla) ,BY - (lILf),ya 

where 

L= _za,a= _(V1
/
2Aa),a 

K=(A+L)V1
/
2=_(VAIL ),I" . 

(2.10) 

(2.11a) 

(2.11b) 

The Ricci tensor with mixed components R" a and curva­
ture scalar are, 
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R IL
a =(KAIL ),a+7]ILY(KAa ),y+O(V AIL Aa), 

R=2(KAIL ),IL' O=7]ILVOILOV ' 

Hence the Einstein tensor reads 

(2.12) 

GIL a= (KA IL ), a + l11'Y(KAa),y + 0 (VAlLA) - 15" a(K,\l'),n 
(2.13) 

with K given by (2. llb). 

The algebraic classification of space-times is done 
by means of Weyl's conformal tensor which is defined 
by 

We can easily find that 

)yAVCY wa=HAILAa, 

where 

(2.14) 

(2.15) 

H = V(V,IL AIL) ,vAv + A2 - L2+ 7]YIlZT ,flZT,y- i(KN'), IL' 

with A and L given by (2.6) and (2. lla), respectively. 
Equation (2.15) tells us that AIL is a double Debever­
Penrose vector, thus space-time is algebraically 
degenerate. 

Now let us show that Einstein's tensor is divergence 
free in the ordinary sense, that is, 

(2.16) 

From the Bianchi identities we know that GILv is con­
served covariantly, 

V"G" a= 0IL G " a + r" IL8G8 a - re 
"aG"8=0; 

from Eq. (2.1), we have 

r" "e= 08"; -g= 0; 

and it is also straightforward to show that 

rB "aGI" 8= O. 

(2. 17) 

Thus, we obtain Eq. (2.16). In general we know that 
the conservation law for the total energy-momentum 
tensor is given as 

2)T"v + t")= 0 

where t"v is the p. e. m. t. of the gravitational field. 
This p. e. m. t. is given in different forms, i. e., the 
Einstein9 and the Landau10 forms. In our case these 
two forms are the same because of Eq. (2.1) and they 
both vanish. The total e. m. t. T "v + t "V is given by 

T"+tIL=-=-.!..ofPIL 
v v 2G P v' 

(2.18) 

where G is the gravitational constant and j"" v is defined 
as 

fIL"v = - f PIL v= qvao~(qaILqp~ _ ga"r;jIL~), 

where 

qaIL::= ,,; _ g gaIL , 

1 
gaIL = T-ggaIL' 

For the Kerr -Schild metric JIL" v becomes 
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f''' V= 2aB[VO" VAP).B + V7}p8\A" - V'I7"B AP\ - VO"V A" ).8]. 
(2.19) 

We find that 

G(T"v+ t")== G"v. (2.20) 

Hence, from the Einstein equations 

t",,=O. (2.21) 

Using this fact and Gupta's equationll which reads 

a ",aB(7} "'''q"V _7}"<lq"B _7}v<lg"B + 7}""g<l8) 

=2G17"V(T"A + t\) (2.22) 

and using the metric in Eq. (2.2) we recover Eq. (2.13). 
The absence of f\ in Eq. (2.22) makes the field equa­
tions linear, because the total energy-momentum ten­
sor (T\ + t\) can only depend on the metric itseU not 
on its derivatives. Thus in the Kerr-Schild geometry 
Einstein's equations take the linear form 

a CIa B(7}"'8Ff" _1)"'" g"B _7}V<lg "S + TI"v gd) = 2G17"'AT\ (2.23) 

where T\ is the energy-momentum tensor of matter 
and radiation excluding the gravitational field. 

3. GRAVITATIONAL FIELD OF ACCELERATED 
SYSTEMS (NONSPINNING CASE) 

Assume that any element of the system under con­
sideration is on a geodesic r which is described by an 
affine parameter T. Construct a light cone from the 
observation point x"', which intersects the geodesic r 
at any pOint Z"( T). The velocity of the element of the 
system is 

Z _dZ" 
,,- dT ' 

with 

7}""Z",Z,,=e 

where e = 1 and e = 0 correspond to the timelike and 
lightlike cases, respectively. We define a retarded dis­
tance R by 

R= Z"'(x", - Z",(TO», 
for the value To of T for which the distance between the 
point Z "'( To) and the point x" is lightlike, that is, 

7} ",,(x'" - Z"'( To»(X" - Z"( To» = O. (3.1) 

From now on we shall use Z'" to denote ZIi(To). Differ­
entiation of Eq. (3.1) with respect to x'" gives us 

O"To=[X,,-Z,,(To)]jR. 

Now, we can define the lightlike 4-vector \ .. as 

A"=O,,To' (3.2) 

It is straightforward to show that A" satisfies Eqs. 
(1. 2), (1. 3). In order to find the e. m. t. we need the 
following identities: 

2387 

o ",R = Z", - A",(e - RZs)..ll) , 

A"'o",R= A"'Z", = 1, 
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(3.3a) 

(3.3b) 

(3.3c) 

1 
K== - R"(RV' - 2V), (3. 3d) 

V'- dV 
-dR" 

Here, we assume that the scalar function V is only a 
function of the retarded distance R. Using Eq. (3.3a)­
(3.3d) and Eq. (2.13), we get the e. m. t. as12 

T" _(VII + 2V') 0" + (_ V" + 2V) (i"). + i A"') ,,- R" R2 ''II" 

+ [eV" - 2zV' + 2(- e+ 2zRHV/R2)]A"\ (3.4) 

where 

Z=Z"'A. 
'" 

(3.5) 

This e. m. t. in Eq. (3.4) has some simple forms for 
some special V's. When 

V=m/R-e2/2R2 (e and m are constants), 

we get the Bonner and Vaidya7 solution. When 

V == (po!6)R2
, Po is const, 

we get a new solution corresponding to the gravitation­
al field generated by a de Sitter space in accelerated 
motion, i. e. , the interior solution corresponds to a 
finite matter free space-time region with a cosmologi­
cal constant, so that 

G",,-poO",,=O. 

We verify that the only vacuum solution with zero cos­
mological constant is the Schwarz schild metric with 
z = 0 for a nonspinning system. 

4. COMPLEXIFICATION: FIELD OF 
UNACCELERATED SPINNING SYSTEMS 

The gravitational field of an accelerated spinning 
system can be found either by solving the Einstein 
equations given inEq. (2.13) or by complexifying 
the solutions found in the previous section. We choose 
the second method because of its simplicity and use 
special relativistic spinor representations of the four 
vectors. 

In our method we simply make a complex translation 
along x'" and find the real and imaginary parts of every 
four vectors and scalar functions. The new complex 
quantities are 

x''' == x" + ia", 
T' == T1 + iT2 , 

Z' ,,::: Zl" + iZ2", , 

Z' ",= VI" + iV2'" 

where a" is a constant spacelike 4-vector andlS 

v -~-~ 1,,- OT
I 

- OT
2 

' 

Instead of Eq. (3.1) we have the following two equations: 

(4.1) 
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(X,,-ZI,,)(a"-Z2")=0. (4.2) 

We shall look for solutions that can be expressed in 
terms of the complex null vector A~ 

A~=a"T'=J.l"+iv,,, (4.3) 

where 

and the complex retarded distance is 

where 

r l = vI"(x" - ZI,,) - v2"(a" - Z2,,), 

r 2 = v 2"(x" - ZI,,) + VI "(a" - Z2,,)' 

Instead of the identities in Eqs. (3. 3a)-(3. 3d), we 
have the following: 

(4.4) 

(4.6) 

r l ,,,, = Vlct + kfJ.", + lv"" (4.7a) 

r 2, ",:= v2'" -lfJ.", + kv"" (4.7b) 

J.l",VI "'-V2"'V",=1, (4.7c) 

Vla v'" + V2",fJ.'" = 0, (4.7d) 

fJ.",fJ.'" = v"'v'" , (4.7e) 

fJ.",v'" = 0, (4.70 

1 
2 + 2 [rl 1)",s+ (r2l- rIk)fJ.",fJ. s - (r2l- rIk)v",vs r l r2 

- (ril + r 2k)(fJ.",vs + fJ.a v",) - r 2(fJ.",V2B + fJ.SV2'" 

+ V ",VIS + VaVla) + r l (- fJ.",V IS - VI",fJ. S + v "V2B 

+ VaV2ct )]' (4.7g) 

1 
v D = -2--2 [- r 21)_·D + (ril + r 2k)J.l",fJ.a - (rll + r 2k)v",vs "',~ r l +r2 "" 

+ (- rik + r 2l)(fJ."vs + J.lsV",) - r l (/.I",VIa + VaVI " 

+ fJ.",V2S + J.lSV2,,) + r 2(fJ.",VIS + J.leVI'" - V2",VS - V2B v",)], 
(4.7h) 

where 

k= -1 + rIal "'fJ.", - r2v"al'" - r 2a2"'fJ." - r la2 "'v"" (4.8) 

l= -rIa2"'J.l",+r2a2"'v",-r2al"'fJ."-rIal"'v",, (4.9) 

Now in order to find the real null 4-vector \. we use 
the spinor representation of the 4-vectors. If A" is a 
4-vector its spinor equivalent is given as 

A=a"A" (A"=a""oA",il; QI,~=1,2), 

where 
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a" = (aa, 0'). 

ao is two-dimensional identity matrix and O"s are the 
Pauli spin matrices. They satisfy the following anti­
commutation relation, 

(4.12) 

where 

- T a" = a2(a,,) a2 = (ao, - 0'), 

and a/ denotes the transpose of 0'". Using the spinor 
representations of the complex vectors 11.'" and Z' IJ. we 
get the following identities: 

A'Z'+Z'~=2, 

A'~ = 0, 

z,i' = 1. 

(4. 13a) 

(4. 13b) 

(4.13c) 

Then we define the spinor representation of the real 
null vector AIJ. as 

11.= A'VIA,t[Tr(A')/Tr(A'v1A,t)], (4.14) 

where VI" is the real part of Z~. Note that when A~ is 
real (alJ.= 0), Eq. (4.14) becomes an identity. Since, in 
this section, we are only interested in the fields of the 
systems with uniform velocity, the procedure outlined 
above becomes simpler. The scalar functions k and 1 
in Eqs. (4.8) and (4.9) become - 1 and 0, respectively, 
and 

where 

Z'IJ.=v1"=n,,, V21J.=0. 

Then, the null vector \ can be found from Eq. (4.14) 
as 

S + Y TvB II. _ J.l fJ.sng. - fJ.g. tC¥.!1tln fJ. 
,,- fJ.BfJ.s-1 

(4.15) 

The derivative of AIJ. with respect to the coordinates xlJ. 
is found asH 

(4.16) 

Here, we notice that the velocity vector n" is a Killing 
vector, because it satisfies the equations 

nOlA" = 1, 

n"'Xa,,,,=O, 

and since it is a timelike vector, it is always possible 
to bring it to its rest frame 61J. ° by a Lorentz trans­
formation. Thus 

n"o,g",s= oolJ",a= O. 

To find the e. m. t. we make a further choice for 
the form of V by taking 

V=j(r1)/(r1
2+r/l. (4.17) 
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With this assumption, the Kerr-Schild metric can be 
transformed into the Boyer-Lindquistl5 coordinate 
system, which reads 

ds2 = (1 _ 2f)d~ _ kdrl
2 - lfle2 _ !!..sin2edIP2 

L:!:>. ~ 

4af -
+ ySin2edCPdt, 

where 

L:= r l
2 + a2 cos2e, 

!:>.=r12+a2 -2/, 

B = (r 12 + a2)2 - a2!:>. sin2e. 

Transformations from Kerr-Schild coordinates into 
the Boyer-Lindquist coordinates are 

(r1 +ia)ei¢sine=x+iy, 

r1 cose= z, 

- 2/ 
dt= dt + t:dru 

In the new coordinate system AI' and the e. m. t. TjL" 
take the forms 

A,,= (1, t, 0, -asin2e) , 

T ""= (D + 4h)u"u" - (D + 4h) ~m"m" - (D + 2h)g,," , 

where 

u = 
" 

(1,0,0, -asin2e), 

m,,=(O,-l,O,O), 

D= - f?/~ (fTl = ::1) 
h - rifTl -f - t . 

The Kerr and the charged Kerr metrics correspond to 
the vanishing of fTlT1' For an interior metric, the e. m. t. 
in Eq. (4.18) corresponds to the e. m. t. of an aniso­
tropic perfect fluid distribution. Isotropy is destroyed 
in the radial direction. We note that the deviation from 
a perfect fluid distribution can also be regarded as 
arising from the contribution of a moving Nambu 
string. 16 Such anisotropic energy-momentum tensors 
have also been discussed recently by Bowers and 
Liang. 17 This interior metric matches to the Kerr 
metric on an oblate spheroid, r l = r 0 the equation of 
this surface being 

ro4 - ro2(~ - a2) - a2z2 = 0 

where 

and the function flr 1 ) satisfies the following boundary 
conditions 
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ad fir)/ =m, 
r 1 T1=rO 

m being the total mass. 

5. LINEARIZED GENERAL RELATIVITY AND 
TRAUTMAN'S COMPLEX TRANSLATION 

The linearized theory of the gravitational field can 
be developed by regarding the actual Riemannian 
space-time as a first order perturbation of flat 
space-time. Here, in contrast to many authors we 
take g "V = v::g g 1'. as the gravitational field and assume 
thatll ,18 

,j _ g g"'. =7)". + 2ecp"'", (5.1) 

where e is a constant and cp"''' is a symmetric tensor. In 
the linearized theory, we neglect terms of all but the 
first order in E. Hence 

(_ detq "''')1/2 = (_ detg ,,)1/2 = (_ g)1/2 

= 1 + et/>, (5.2) 

where 

cp = TJ"'·cp "". (5.3) 

Field equations, in terms of t/>"", follow as 

GT'" =+e(-7)",8,f,Y _7)a8,f,,,, 
1I 'f' v?J3r 'f' a,B", 

+ Dcp"'. - fJ"'"cpa8,a8)' (5.4) 

Without any choice of gauge, it is easy to show that 

o",T"',,= 0, 

and, of course, the pseudo-energy-momentum tensor 
vanishes in this approximation. 11 

It is remarkable that the field equation (5.4) is exact­
ly the same as the one (2.33) which was obtained for the 
Kerr-Schild metric. All the metrics which are in the 
Kerr-Schild class are also the solution of linearized 
field equations (5.4), but the reverse is not true in 
general. 

Trautman4 has developed a method of constructing 
classes of new solutions to linear special relativistic 
partial differential equations. In particular, he used 
the method to produce null curling solutions of Max­
well's equations and he stated that the same method 
can also be used in linearized Einstein's equations. Now 
it becomes very clear that Newman's complex transla­
tion is nothing but Trautman's complex translation. 

6. CONCLUSION 

To obtain linear gravitational field equations there 
are two possible methods. In the first one we use an 
approximation procedure which leads to linearized gen­
eral relativity. In the second one we put some con­
straints on the symmetric tensor t/>"" in Eq. (5.1), in 
such a way that the pseudo-energy-momentum tensor 
vanishes. In this work we showed the existence of the 
second possibility. It is an open question whether the 
Kerr -Schild coordinate system is the only coordinate 
system in which Einstein's equations become linear for 
a special geometry. 

We have further obtained the gravitational field of 
accelerated nonspinning particles and unaccelerated 
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spinning particles. It is also possible to obtain the 
gravitational field of accelerated spinning particles. 
Work on the latter type solution is in progress. 

If we take the null vector A" as a constant null vector, 
the Kerr-Schild metric describes gravitational waves 
such that plane fronted waves are in this class of met­
rics with nonvanishing Weyl tensor. The corresponding 
space-time is of Petrov-type N. 

As another possible application of our method the 
following remark is in order. Quantization of general 
relativity becomes simple for the linearized approxi­
mate theory. Since in the case of special geometries 
Einstein's theory becomes exactly linear in the 
Kerr -Schild coordinates, the same quantization pro­
cedure could also be applied in these special cases. 
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Direct use of Young tableau algebra to generate the 
Clebsch-Gordan coefficients of SU(2)* 
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Although it is well known that the irreducible representations of the SU(N) groups may be generated by 
using Young tableau algebra, this technique seems to have found little use for the derivation of closed 
algebraic expressions for the Clebsch-Gordan coefficients of these groups. A frontal attack on the 
derivation of these coefficients using tableau symmetrizers is described. As an example, the S U(2) group 
illustrates the fundamental ideas behind the process. 

I. INTRODUCTION 

This paper describes how the Young tableau algebra 
technique is applied to find explicit algebraic formulas 
for the Clebsch-Gordan coefficients (CGC), with atten­
tion focused on the SU(2) group. PhYSicists are familiar 
with this group because it is locally isomorphic to the 
three-dimensional rotation group Rs' 

In the SU(2), or Rs, case, spin operators are used to 
define an "internal" symmetry: Young tableau symme­
trizers are applied directly to generate operators R" J 

which transform the state 

I· . J' . +. M' J') Jt>h; =11 h, = 
into the state Ij1,jz; J,M=J). If the angular momentum 
vectors J1 and Jz operate on states with angular mo­
mentum j1 and jz, respectively, the R"" appear as 

n 

R.r.r = 2:)g"yJi.J2:Y 

y=o 

where the g,ry depend only on it, jz, J, and Y. The 
J1e's are components of J1, with 

n=it +jz -J. 

(1) 

(2) 

In Sec. II we review some of the properties of states 
made up of N spin-t particles coupled to a total spin S. 
The key property is that all states with a given S trans­
form among themselves under the permutations on par­
ticle numbers, thus forming a basis for the (iN+S, 
tN - S) irreducible representation of the symmetric 
group of N indices. 

In Sec. III the Young tableau symmetrizers are de­
fined and used to generate R.r.r from an unsymmetrized 
product of spin operators, identifying sums of spin oper­
ators as J1• and Jz.. After obtaining R.T,T, the operator 

".M 
R" Me:: (J1• + JzJ R" J 

is used to find an expression for CGC: 

II. SOME PROPERTIES OF SPIN STATES AND 
OPERATORS 

(3) 

When using a set of N coupled spin-t particles, it is 
well known that the states with total spin S have simple 
properties under the group of particle number permu­
tations. This may be seen immediately by considering 
the operator 
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n 

Q= 6 [(s.Sj. +sl.s j.)/2 +SIOSJO], (4) 
I,J =1 

where the spin operators SI., SIO, and si. operate on the 
spin states CPI_ "spin-up" and 1>1. "spin-down": 

SI±1>I± = 0, (5a) 

and 
SI±1> I'" = 1>IH (5b) 

SIOCPh =±t1>w (5c) 

These operators not only obey the usual angular mo­
mentum commutation rules 

and 

but from Eqs. (5a) and (5b) 

(Sh)z=O. 

(6a) 

(6b) 

(7) 

Returning to Eq. (4), note that Q is invariant under 
any permutation of particle numbers. Defining the com­
ponents of the total spin vector S 

N 

Se=6sl~' l;=+, 0,-. 
1=1 

It is also evident that Q is the dot product 

Q=S ·S. 

(8) 

(9) 

From the above, we may infer that eigenstates of Q 
are those for which the total spin S is a good quantum 
number, and thus form the bases for the irreducible 
representations of the symmetric group on N particles 
(Refs. 1,2), The irreducible representation of the sym­
metric group corresponding to spin S is denoted by the 
two-rowed Young talbeau with 11t boxes in the first row 
and nz boxes in the second row (Ref. 1), 

nl=tN+S 

and 

Graphically this looks like 

Em '" '''ITO ".0-

(lOa) 

(lOb) 

(11) 

Such diagrams are referred to by the partition of N into 
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n1 into n2' [n1, n2]' The state with the highest spin S 
=~N corresponds to the partition [N,O], usually abbre­
viated to [N]. 

In matrix notation the operators and states may be 
replaced by 

,,-~G :) .. "--(~ :}" .. -tG~J.. (12) 

.,--G), "m .,--(:).. (13) 

From Eqs. (7) and (S), it can be shown by induction 
that 

Because the sum in Eq. (9) contains (~) terms, where 

(:)~(N:J rl(:~r)!' (15) 

and because (S*)r applied to a state with definite S 
changes only the magnetic quantum number, applying 
(Sf to the state IS=iN, Ms==iN>, which is made up of 
only one ferm, yields 

(SfIS=iN, M"=iN> 

(
N)1/2) =rl r S=iN,M==iN-r). (16a) 

This may be generalized immediately to the usual an­
gular momentum stepping operator J_, i. e., 

(
2J)1 /2) (JyIJ,M=J)=rl r J,M=J-r), (16b) 

where 

J_l J, M) = .J (J + M) (J - M + 1~ J, M - 1). (17) 

In effect, the operators Se may be regarded in the 
same way as the angular momentum operators Je, be­
cause they have the same commutation properties (Ref. 
3). The only difference is that the Se' s have an internal 
structure that is not quite evident in the Je's but is used 
in Sec. III. 

Before proceeding, we break the Se's into sums, each 
containing 2j; terms 

where 

2h 

SlC =~ ske, 
k=l 

2i1 +2i2 
S2e = .0 S ie, etc. 

k =2Jt +1 

Note that now 

(Sj±)2ij+1 = O. 

(1 Sa) 

(lSb) 

(lSc) 

(lSd) 

These sums will now represent angular momentum 
operators. 
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III. TABLEAU AND ANGULAR MOMENTUM 
SHIFTING OPERATORS 

and drawing the analogy to 

J=J1 +J2, 

we wish to generate a state with a total spin 

J - iN - n == j1 + j2 - n, 

(19a) 

(19b) 

(20) 

while preserving the property that the first 2j1 spin 
states are coupled to spin j1 while the last 2j2 spin states 
are coupled to j2' This state would then correspond to 
one of two coupled angular momenta, 

(21) 

Once again, expressed in terms of spins, there are 
"internal" symmetries that are not immediately evident 
in Eq. (21L 

The desired state corresponds to the Young tableau 
[N - n, n]. There is a very simple way for generating 
such states (Refs. 2,4): Fill in the boxes of the Young 
tableau with the numbers 1,2, "', N= 2j1 + 2j2 in any 
order. Next form the operators that symmetrize the 
terms belonging to the particle numbers found in sepa­
rate rows, and then for the operators that antisymme­
trize the particle numbers in each column. 

For example, consider the partition [F] = [3,2] with 
the numbers 1, . 0 • , 5 written in order: 

CillITl r.m:r- (22) 

The operator that symmetrizes the subscripts 1,2, and 
3 is denoted by [[1,2,3]], and the operator symmetrizing 
4 and 5 is denoted by [[4,5]]. Antisymmetrizers are de­
noted by two curly brackets, such as {1, 4} and {2, 5}. 
Symmetrizers [[Ilt, a2' .• " ar ]] in terms of permutations 
are 

rl 

[[at> a2, 0", ~J1=.0 P y • 

Similarly, 

{i,j}=l-P jj , 

y=l 

where P 1i permutes the subscripts i and j. 

(22a) 

(22b) 

A tableau symmetrizer for SU(2) may be defined as a 
product of the two [[ ]] operators and the n {} operators, 
taken in any order. The most convenient symmetrizer 
is usually determined by the specific problem, but we 
will adhere to the convention that all the {},s will be to 
the left of the [[ ]]' s. Thus, Eq. (22) corresponds to 

Y[F]={l, 4}{2, 5}[[1, 2, 3]][[4, 5]]. (22c) 

If, in addition, we want to symmetrize the suscripts 
1, 2 and 3, 4, 5, we would need the operator 

(22d) 

We now follow the convention that the numbers 1,2, "', 
2j1 + 2j2 = N will be written in order, that is, the first 
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row will hold the numbers 1. 2, •.• , N - n while the second 
row reads N - n + 1, N - n + 2 .. • N. If 

rj=N-n+i, (23) 

then the first row reads 1,2, .• " ro and the second 
rl. r z,"', r""""'N. The Young tableau symmetrizer, which 
corresponds to Eq. (21), is 

Y [N -n,nJ = [[ 1, .. " 2jl ]1[[2jl + 1, •.. , N]1 

x{l, rl}' • • {n, r Jx [[1, .. " rO]][(rl •.• rn]]. 

(24) 

In this way subscripts belonging to the same j cannot 
occur in the same column. 

Applying the operator in Eq. (24) to an unsymme­
trized product or sum of products of n operators of the 
form 8 i- will yield either zero or an angular momentum 
shifting operator. In schematic form then 

pRJJ{Jt.JaJ = Y~N-n,nJ 
x (product of n 8i.' s) (25a) 

and 

RJJ (J1Ja) IjJa;.7t + .1a, .11 + j~ 

=pl.1Ja, J=.1l + .1a- n, M=J), (25b) 

where p is a normalization constant. The most conve­
nient product of n 8 1_' s seems to be 

(26) 

because 

(27) 

and 

(28) 

X [[2jl + 1, "', N]]X{l, rl}" '{n, rJP. 

(29) 

Straightforward simple manipulation, as shown in the 
Appendix, yields 

pR JJ (JtJa) = ro! (2.1l)! (2.1a)! 

xt(n)\a!t(2jl)(2ja )JJ • 
q=O q '/ \ q n _ q 1_ a-

(30) 

Applying PPJj(J1Ja) to I.1Jt) IMa) and using Eqs. (15), 
(16a), (20), and (23), we obtain 

pljJaJ = jl + ja- n, M=J) 

= (it + ja +J)! (2it)! (2.1a)! &1 - h - J)! 

X 1.11>jl- q) Ua,.1a- n +q). (31) 

To evaluate p, Eq. (15) yields 
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(;)/[ C:l) (!.1~ q) ] 1 /a =n! II (Zil)! (2ja)! 

X (2.11 - q)! (2ja - n + q) !) l/a 
q! (n - q)! • 

Making the identifications 

ml = .11- q, ma""'" j2- n +q, 

Eq. (31) now reads as 

and 

p I.1Ja; J, M = J) = VI + is + J)! v (2.1l)! (2.1a)! 

x[&I+i2-J)!]2x 6 (_l)Jl- ml 
Jft1+1nZ";lJ 

pa = VI +.1a + J) Iv (2.1l)! (2.1a)! 

X WI + .1a - J) ! ]a 

X 6 VI + ml)! V2 + ma) ! 
"'I '"'a·M (h - ml)! 02 - ma)! 

Hamermesh (Ref. 2, pp. 372 and 373), shows that 

(32) 

(33) 

(34) 

(35) 

Multiplying RJ J by 

JJ-M=(J +J )J_M=",(J-M\,p,JJ_M_P (38) 
- 1_ a- '-: p) 1_ a-

and using Eq. (16a), we obtain after some manipulation 

Ii,;, JM) = ~2~')('~') (j, + j, + J + 'l " 
x f( 2.11 )( 2.1a ).I( 2is ~1/a 

~.1l + ml .1a + ma 1 jz+ M~ 

x [~(l)q (;)e1 ~ ml)e~= ;~/e:l)G.1':q)J 
x Ijlml .1zma)' (39) 

Within a phase, then, it can be shown that 
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X(~2 -A + J )(~l -)2 + J ) 
12 + m2 - q 11 - m1 - q . 

(40) 

The above formulas are expressed in terms of binomial 
coefficients instead of factorials for ease of eventual 
computation. 

IV. DISCUSSION 

The analysis in this paper was aimed primarily to ob­
taining the CGC of Rs, which is locally isomorphic to 
SU(2). From the group-theoretic viewpoint, the most 
important relations are expressed by Eqs. (5), (6), and 
(7), yielding the group's structure. Taking advantage of 
the fact that irreducible representations (IR's) of SU(2) 
may be represented by two-rowed Young tableaux and 
that the highest weight state is totally symmetric leads 
to a straightforward prescription for generating all de­
sired states. 

Therefore, the generalization to higher groups is al­
most immediate. The IR's of the SU(N) group may be 
represented by (N + l)-rowed Young tableaux. Because 
the highest weight state of a product representation is 
nondegenerate, we may find the correct symmetrizing 
operators that will project onto the desired state, i. e., 
the correct symmetry-breaking shift operators analo­
gous to R JJ of Eq. (1). 

Subsequent work is being directed toward finding such 
operators for higher groups, mainly for obtaining CGC 
by computer. Future notes will deal with higher groups 
and the" strategies" imposed by nonlinear Young dia­
grams and multiple reducibility. 

APPENDIX: SYMMETRY OPERATORS 

The symmetrizer 
nl 

[[a,.]] '= [lab .. " aT]] ~ ~ P y (A1) 
Y·1 

contains the r! possible permutations defined on 
ab "', aT' We are operating with [[aT]) on products and 
sumS of products of the SI_, remembering that (S1J

2 = 0, 
and that i's belong only to the set 

(It is trivial to extend this to the general case.) 
" Thus, consider 

(A2) 

and 

There are (? different ways of choosing a P n' and the 
operator [[a,.]} applied to a P n produces a sum containing 
all of the possible P n' s the same number of times. Oper­
ating with ([ar )] on the already symmetric sum of all the 
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P n' s reproduces that sum times the factor r!. That 
means 

([a,.11P,,= [r! /(:)]x (sum of all P n's). 

Ii we define 
T 

J_=~sal_' 
i :1 

then from Eq. (14) 

(A3) 

(A4) 

To evaluate the right-hand side of Eq. (29), we define 
the quantities p' ,J"', where 

pi,j"'= n s,_. 
ki'i,i 

The action of {i, r.} on P n is 

{i, rl}P n =Pn _ SI.pi, 

so that 
n 

{1, r1}{2, rJ· . '{n, rn}p =P - 2: SI_pl 
1=1 

+ 2: St_SI.pIJ± ••• + (- 1)"S1_S2_ ••• Sn_' 
j>1 

Using Eq. (A3) applied to the P's 

([2.jt + 1, .•• , 2i1 + 2j211{1, r1}' • . {nr J 

=(2j2)!2?{(-l)qJ2~Jt/[ (n-q)!q!(n~q)]} , 
where J1 _ is defined by Eqs. (19a) and (19b) and 

n 

J1_=~ s;_. 
i .1 

The last step is to apply Eq. (A3) to the JL, each of 
which contain (;) terms so that 

{2, ra}' . . {nrn}P 
(2jl)! (2)2)! 

nl 

XL;(_l)O(n)2 (2jl\( 2j2 ).rr .... 
• q q I n- q 1_ 

(A 5) 

(A6) 

(A7) 

(AS) 

(A 9) 
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Atomic Energy Commission. 
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Some solutions of complex Einstein equations 
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Complex V;s are investigated where r A8 == 0 and therefore a fortiori equations G.b = 0 are fulfilled. A general 
theory of spaces of this type is outlined and examples of nontrivial solutions of all degenerate algebraic 
types are provided. 

1. NOTATION, CONVENTIONS AND TERMINOLOGY 

The fact that the large family of type D solutions of 
Einstein-Maxwell equations l can be explicitly exhibited 
as a real cross section of a complex double Kerr­
Schild metric and that its generalization derived with 
Demianski2 has the same property, has stimulated the 
author's interest in (i) the complex Riemannian geometry 
and (ii) the double Kerr-Schild metrics as such. The 
second subject will be extensively studied in a forth­
coming publication by Schild and the present author. 
This article is basically intended as an outline of some 
general facts and results concerned with the complex 
Riemannian geometry as such. 

The complex four-dimensional Riemannian space is 
a pair consisting of a four-dimensional differential 
analytic manifold M4 and (with ea E Al, a = 1,2,3,4) the 
metric given by 

(1.1) 

The tetradial indices-the forms ea define a null tetrad­
are to be manipulated by 

(

0100) 1 000 
(g )= = (gab) 

ab 000 1 . 

0010 

(1.2) 

The Pauli matrix is a 2 x2 matrix with entries in Al 
and connects Al with spinorial objects 

Thus 

ds 2= - det(gAB) = tEABEcDgAtgBD. 

Consider now two independent sets of 2 x 2 complex 
matrices with determinant equal to one: 

lA~ E SL(2, 0:) - det(ZA'A) = 1, 

lB'~ E SI(2, 0:) - det(pi' B)= 1. 

It is now obvious that ea' defined by 

(1. 3) 

(1.4) 

(1. 5) 

(1.6) 

still gives 2el' e2
' + 2e3

' e4 ' = ds 2 • Thus, we can consider 
as the tetradial gauge group 

q: = SL(2, 0:) XSi(2, (1;). (1. 7) 

[More precisely, one could work with the tetradial 
gauge imposing on the 2 x 2 matrices only the condition 
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det(ZA'A) det (ZS' iJ)= 1; the obvious group of the tetradial 
gauge in V4 , 0(4, (1;), decomposes into the product 
0(3,0:) x 0(3, (1;); this fact permits us to identify the 
tetradial gauge group with q. J 

Although we are interested in the complex geometry, 
we can proceed with the standard conventions of the 
spinor calculus, transforming respectively undotted and 
dotted indices by objects from SL(2,0:) and S£(2,0:), 
forgetting however about the condition (ZA'A)* =0'..4. from 
the case of real V4 of the signature (+ + + -), which 
causes q to reduce to SL(2,(I;) homomorphic with 
SO(3,1,R). 

[In the "real" case, the permitted gauge transforma­
tions must conserve the condition (e 2 )* = e 1

; in the com­
plex geometry where this condition is abandoned, 
matrices SL(2,0:) andS£(2,0:) are independent.] 

The equation 

gAB/\ IfD = SACEBD + ~CSBD (1. 8) 

defines in A2 the two forms of the spin tensor: 

SAB'_.!.E •• ....AR/\ gBS_'!'ea/\ebS AB 
• - 2 Rsl; - 2 ' ab' . . .. . . (1. 9) 

SAB:=~ERsgRA/\gSB=~ea/\ ebSab AB. 

Explicitly, we have: 

Sl1 = 2e4 /\e 2
, S12 = e1/\ e 2 + e3/\e 4 , S22 = 2e3/\e1, 

.. 
S12 = _ e1/\ e 2 + e 3 /\ e4, 

(1.10) 

The forms SAB and SAB are respectively self-dual and 
anti-self-dual under Hodge's star operation: 

(1. 11) 

[The duality operation * acting on WE: AP, 

1 1 
W = - W ~ /\ ••• /\ eap pI a

1
,,·ap , (1. 12) 

maps it into 

1 i1l' * w=--oexp-(p,,,, _2)Ea1· .. ap pIp' I 2 Y '. &1'" bp' 

• W ebl /\. 0'/\ e bpl 
Gl·· .. ap (1.13) 

where indices of the Levi-Civita symbol E are aJ ••• a, 
manipulated by (g4b) and p': = 4 - p; this defmition is so 
constructed that ** w = w for every w. ] 
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Now, the connection forms rab=r(abJEAI are defined 
by the first structure equations3 

(1.14) 

and if va is the inverse tetrad {acting on any scalar T: 
(d-eava)T=O), then the Ricci rotation coefficients 
(rabcee = : rab) can be computed from the commutators 

0bOa - Vatlb= (I"ab - r'ba)o.. (1.15) 

The objects r ab are equivalent to their spinorial 
images 

rAB:=--!rabsabAB' rAB:=--!rabSabAB 

r - .!.s ABr .!.S AET; •• ab-- 2 ab AB-2 ab .lAB' 

The explicit form of these relations is 

1 (2r4u - r 12 + r34) (T''')---AB - 2 
- r I2 + r 34 , 2r32 

(1.16) 

(1. 17) 

and under the tetradial gauge g from (1. 7) the connec­
tions transform according to 

r A ' B' = lA' Al-1 B' BrA B + lA's dr1
B, s, 

r-A' --lA' ·-l-1. BrA. + -lA' • d-l-l. s 
lJ' - A B' B S B" 

(1. 18) 

[This fact will be of crucial importance in our further 
considerations: (1.18) exhibits explicitly the (irreducible) 
decomposition of the transformational properties of r's 
which occurs on the level of the spinorial images and 
which corresponds to the independent factors in the 
(cross) factors (1. 7) for the gauge group. ] 

Notice that while 

dgA B = gA S 1\ rB s + gS B 1\ r A s , 

then 

dSAB = _ 3s( ABrC) c, dsAB = - 3S( ABrC) C 

Consider now the two spinorial curvature forms 

RAB:=drA B+ rAsl\r s
B 

(1. 19) 

(1. 20) 

lCA sCD+RSA +.!.CA .. c<CD = - "2 BCD 24 B 2 BCD"-' (1.21a) 

R- A •. -d-rA• + r-A• AI'S' 
B' - B S B 

- 1. -cA • • 'SCD + !i. SA • + .!.c A • SCD 
- - 2 BCD 24 B 2 CD B . (1.21b) 

The equalities in (1. 21) correspond to the Cartan 
structure equations dra b + r a .i\r' b == tR~cdeel\ed, with 
R abed being the tetrad components of the Riemann tensor. 
The symbols used in (1. 21) are defined as follows: Let 
Rab: = R'abs= Ricci tensor, R = R!:= scalar Gurvature, 
Cab: := Rab - tRgab:= Ricci tensor with extracted trace, and 
let C abed be the conformal curvature. Then we have 

C ABCD: = tssabABCabcdSCd CD := C(ABCD)' 

C·····_lSab··C sed··_C···· ABCD' - i6 AB abed CD - (ABCD), 
(1. 22) 

C - 1S ABC S CD +.!.S ABC •••• S CD abed -"4 ab ABCD cd 4 ab ABCD cd , 
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and 
. . 

CABOD === tga ACgb BDCab .... C.b=g/CgbBDC ABcD (1. 23) 

. . 
where of course gAB= : e·g/B. Thus, CABCD and CABoD 
represent the two (independent in the complex geometry) 
spinorial images of the conformal curvature; CABcn 
:= C(AB)CD = CAB(CD) is the spinorial image of Cab' 

Following Debney, Kerr and Schild4 we will also use 
the abbreviations for the independent components of 
C ABCD and CABen : 

C(S):= 2C
llll

, C(4) = 2Cl1l2 , 

C(3):= 2C1l22 , C(2):= 2C1222 , CO ):= 2C2222 
(1.24) 

and 

C(S):= 2Ciiii, C(4):= 2Ciiii, 

C(3):= 2Ciiii, C(2
) = 2Ciii2' Cll) := 2C2222 • 

(1. 25) 

It presents now no difficulty to generalize the Petrov­
Penrose classification for the case of a complex V4 • We 
will say that KA and gA are the two types of P-spinors 
(Penrose's spinors-undotted and dotted) iff 

(1. 26) 

Of course, we are interested in P-spinors of both 
types which are linearly independent in pairs. Thus, 
following Penrose, 4 by applying the fundamental theorem 
of algebra, we conclude that, representing the spinorial 
images according to 

(1. 27) 

we can describe the schemes of possible coincidences 
for the spinors of both types as the Cartesian product 
of two Penrose's diagrams: 

[1-1-1-1] 

[2-2] [2-1-1] 

[-] [4] [3-1] 

CABen 

x 
[1-1-1-1] 

[2 - 2] [2-1-1] 

[ - ] [4J [3 -1]. 
(1.28) 

Thus, it makes sense to talk about the conformal cur­
vature of a complex V4 as being of the types [1 - 1 - 1 
-1]0 [2 - 2], [2 - 2]0 [4], etc. In symbols of this 
type, the first place we reserve for CABCD and the sec­
ond, for C ABCD' 5 Without possibility of confuSion, we can 
also adopt here the terminology from the real V/s of the 
signature (+ + + -), talking about the spaces of the 
types G0 N, D0 D, N0 N, etc., identifying, as 
customary, G=[1-1-1-1], D=[2-2], N=[4]. Of, 
course, the space [-]0 [-] has vanishing conformal cur­
vature and hence is conformally flat. 

U presents no difficulty to generalize the concept of 
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TABLE I, 

Hellish Earthly Heavenly 
~ ~ ~ 

SAA gA~ sAB 
~ 

c1. 
~ 

rAE rAB -, 
CiBCD C'" , ABCD 

~ 
R 

the Debever vectors on the case considered. Let Kf). be 
a null vector; then it can always be considered as in­
duced by a pair of spinors of both types: 

(1.29) 

The object 

(1. 30) 

has all symmetries of the conformal curvature tensor 
and hence is characterized entirely by its two spinorial 
images analogous to CABCD and CJ.BCD which can be 
easily computed as given by _e_._._. 

KABCD = fuKAK IJKCKD • C PQRSKP[(OKRKs , 

K "" 1 j{'K'K' K' ·C KP[(OKRKS 
ABCD=i6 ABC D PORS ' 

(1. 31) 

It easily follows that the linear operation 0 (K f).) defined 
by (1.30) is nil-potent: 

D2(K,)=0. 

Moreover, one easily infers that 

/)(Kf).)C rxItr6 = 0 

(1. 32) 

(1. 33) 

i~ the necessary and sufficient condition for both KA and 
K~ to be generic P-spinors of both types, We will thus 
call the null vectors defined by (1. 29), with both KA and 
Ki being generic P-spinors, the generalized DP 
(Debever-Penrose) vectors. In a general complex V4 all 
of them are complex. The number of different (in the 
sense of the linear independence in pairs) DP vectors 
depends on the type of V4 ; e. g. , for the type G® G there 
exist 16 such vectors, while for the type N0 N we 
have only one DP vector. The spaces of the type [some­
thing] 0 [-] determine only the spinor KA in DP vector; 
the spinor K B can be here selected completely 
arbitrarily. 

Notice that the concept of the generalized DP vector 
applies mutatis mutandi also in the case of a real V4 of 
the signature (+ + + -) where the P-spinors of the 
second type became complex conjugates of the P-spinors 
of the first type. Thus, with the conformal curvature of 
the type G one can construct precisely 16 such com­
plex vectors; the 4 real vectors among these 16 objects 
will be the standard DP vectors. Of course, there will 
be numerous additional relations among the discussed 
16 vectors. 

Now, Newman and Penrose call suchB complex V4 's 
which have in our notation C;.EcD = 0 "right-flat heaven" 
and if CABCD=::O, correspondingly, "left-flat heaven." 
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Following them (in a sense), but insisting on a more 
contrasting (perhaps one could say-"manichean") 
terminology, we propose to call all objects which are 
Sf(2, <r) scalars and are geometric objects with respect 
to 5L(2, <r), the "heavenly objects." Parallelly the ob­
jects which with respect to SL(2,<r) are scalars and are 
geometric objects with respect to SL(2,<r), will be the 
"hellish objects. " The objects whose components mix 
in an irreducible fashion under SL(2,<r) and Si(2,<r) 
transformations will be then the "earthly objects." An 
absolute scalar with respect to q =SL(2,<r)XSL(2,<r)­
in a degenerate sense because it cannot be in heaven and 
hell simultaneously-we assign to earth. 

Therefore, the objects discussed up to now, can be 
classified according to Table I. 

The spaceB where C ;~CD = 0 we will call "weak heaven": 
heaven"; we permit here for Cab and R being #0; a com­
plex space V4 where there exists such a choice for the 
null tetrad that 

rAE=o (1.34) 

we will call the "strong heaven. 7" 

With these "hellish" objects vanishing we have a for­
teriori from (1. 21b) 

(1. 35) 

Therefore, with Gab: =Ra/J - tgabR we conclude that the 
Einstein vacuum equations (in the complex V4 ) 

Gab = 0 (1. 36) 

are automatically fulfilled in the "strong heaven. " Of 
course, "strong heaven" is nontrivial iff C ABCD * 0; 
otherwise V4 is flat. 

2. HEAVENLY TETRAD AND FIRST HEAVENLY 
EQUATION 

Assuming (1.34), it follows from (1.20) that 

dSAB=O. (2.1) 

Thus (in a simply connected region) there exists such 
UAB E N that 

(2.2) 

Using the explicit form of sAil from (1.10), we infer 
now that 

(2.3) 
"0." •••• 

so that d[JlIAd[Jll = o = d[J22Ad[J22. Thus, by applying the 
Darboux theorem in our complex v'B we deduce the 
existence of such scalars p,q,r,s that 

2e4
/\ e1 = 2 dP/\dq = 2 d(pdq + dT) 

2e3
/\ e2 = 2 dr/\ ds = 2 d(r ds + dU) 

- dV: = e1/\e2 /\e 3 /\e4 

=dP/\dq I\drl\ds. (2.4) 

It follows that (i) {x"}={pqrs} can be used as the in­
dependent coordinates and (ii) that the heavenly tetrad 
is given in terms of these coordinates by 

e1=Adp+ Bdq, e3 =Edr+ Fds, 
(2.5) 
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Entering with it into (2.4) we infer that the structural 
functions must fulfill two conditions 

AD - BC"" 1, 

EH - FG= 1. 

(2.6a) 

(2.6b) 

We still must assure that S12= - e l /\ e2 + e3/\ e4 be 
closed which requires 

d( - e1
/\ e2 + eS 

/\ e4
) 

= - d{(AG - CE)dp/\dr+ (AR - CF) dp/\ ds 

+ (BG -DE)dq/\dr+ (BH -DF)dq/\ds}= 0.(2. 7a) 

This condition is equivalent to the equations 

(AG - CE). - (BG - DE)p= 0, (AG - CE)s - (AH - CF)r= 0, 

(AH - CF). - (BH - DF)p= 0, (BG - DE)s - (BH - DF)r = O. 

(207b) 

Last equations can be readily seen to imply the exis­
tence of a function n=n(pqrs)-called subsequently the 
first key function-such that 

AG-CE=n~, BG-DE=nw 

AH - CF= n ps ' BH - DF= n.s ' 

We then easily see that 

" 
S12 = d(npdp + n.dq)"" - d(nrdr+ n.ds) 

so that dS12 = 0 is assured. 

(2.7c) 

(2.8) 

ConSidering now (2. 7c) as four equations on EFGH 
with ABCD assumed known, one easily solves them, 
using (2. 4a) and obtaining 

E=BnPr -An.r , G""Dnpr - Cnqr , 
(2.9) 

F=Bnp.-AnqS ' H""DnpS-Cnqs ' 

This substituted into (2. 6b) yields for the key function 
n the first heavenly equation 

\ OPT Op. I = 1. 

nor n.s 
(2.10) 

Of course, ABC and D cancel out here because of 
(2. 6a); quite similarly, if we substitude our 'tetrad into 
ds 2 with EFG and H of the form (2.9), we obtain 

V4 : ds 2 = 2nPT dp dr + 20ps dp ds 

(2. 11) 

Therefore, we have demonstrated that the most gen­
eral "strong heaven" V4 is determined by one key func­
tion n which fulfills (2.10) and defines g,," by (2.11). 
Observe that with coordinates ordered as {Xl"} = {pqrs}, 
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0 0 n 

-0 ) 
.s .r 

(g".)~ ( 0 
0 -nps n~ 

n., -Op, 0 0 

- n.r 0Pr 0 0 

and 

det(g,,)= 1. 

For the arbitrary scalar cfJ we have thus 

A,;",=_1_ 0 ..[;;ggl"Vo A, 

'1-';'" Vi I" V 'I-' 

= op(n.scfJr - n.rcfJ.) - o.(npstPr - nprcfJ,) 

+ 0r(n •• ¢p - n sp¢.) - a ,(nr.¢p - nrpcfJ). 

(2.12) 

(2.13) 

(2.14) 

It follows that if we interpret n as a scalar, then 

n''''=4. 
;Cl/ (2.15) 

Now, it is clear that ABC and D in the heavenly 
tetrad-with EFG and H interpreted according to (2.9)­
just correspond to the residual freedom of SL(2,a:) 
gauge. Thus, not losing generality but only taking a 
definite choice for this gauge, we can in particular 
assume 

A",,1=D, B=O=C . (2.16) 

This gives for the heavenly tetrad 

e1 
"" dp, e4 = - dq, 

(2. 17) 

- e3
= iJ.rdr+ O.s ds, 03 "" npsor - nPr0,. 

We can now determine from (1. 14) the connection 
forms r ab' The result is that: The "hellish" connections 
indeed duly vanish: 

r 41 =0, - r 12 + r S4 =0, r 32 =0. 

The "heavenly" connections are given by 

a: = r 12 = r 34 = -K dp + Ldq, 

13: = r 42 = - L dp + M dq , 

y: = r 31 = - N dp + K dq 

where 

K: = 020 pP = nPsn.rp - np,n.sp = nqSnPrp - n.rnpsp 

"" n/>r°ps[ln(njJr/nps )]., 

L: = - 030 •q = nqrapsq - nQ,O~q = n~n.Sq - npSnqr. 

= O"rO.s[ln(O./O.r)]p, 

M: = 02n .q = nqSnqrq - n.rn.sa 

= - nqrnq,[ln(aq/nqr)]., 

N: = - a3npp = n p.,.npsp - npsQPrp 

= - n/>rnps[ln(np/Ops)]p' 

(2.18) 

(2.19) 

(2.20) 

[The identities in (2.20) follow from (2.10); formulas 
with logarithms apply if one assumes nps0p,."* O. ] 

Of course, (2.18) already assures that the V4 under 
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study, being "strong heaven" has G4b =O and CABCD =0. 
Now, the curvature quantities C ABeD' or equivalently 
c(a), a = 1, ... ,5 can be computed from (1. 21a) which 
specialized on the present case amounts to 

dlH 2{3/\a! 

dOt + f3/\ I' 

dy+ 2Ot/\Y 

Using the symbol dV from (2.4), we have thus 

C(S)l [ldf3+
2

f3/\Ot 
C(4) dV= - 2e3

/\ e l /\ dOt + 13/\ I' 
C(3) dy+ 2a/\ I' 

C(3)l ~d{3+2{3/\Ot 
C(2) dV = - 2e4 /\ e2

(\ dOt + (3/\ Y • 

CO) dy+ 20t /\ r 

(2.21) 

(2.22) 

Substituting here (2.19) and (2.17), one easily finds that 

tC(S) = 02M, tC(4) = 02L, 

tC(3) = o.j( =- - o3L, 

tC (2)= - 03K, tCll) = - 03N . 

(2.23) 

3. AN ALTERNATIVE FORM OF THE HEAVENLY 
TETRAD AND THE SECOND HEAVENLY EQUATION 

Although the description of the heavenly tetrad in 
terms of n satisfying (2.10) is symmetric and simple 
enough, we are able to provide a still simpler -and 
more convenient for many purposes -alternative de­
scription of this tetrad. Let 

x:=np, y:=n.. (3.1) 

Then Eq. (2.10) takes the form (forgetting for a moment 
about coordinates p and q) 

~-1 
o(r,s) - , (3.2) 

so that certainly x and y can be used as new coordinates 
in the place of rand s. The tetrad (2. 17) is now given 
by 

el=dp, e 2=dx+Adp+Bdq, 

-e4 =dq, -e3 =dy+Bdp+ Cdq, 

where in terms of n we have 

(3.3) 

A=-npp, B=-npq , c=-nqq • (3.4) 

We will now consider the heavenly tetrad (3.3) prima 
facie understanding A, B, and C as the three structural 
f~l1ctions given in coordinates {x"} = {pqxy}, The forms 
SAB induced by (3.3) must be all closed. The forms Sl1 
= 2e4

/\ e l = 2 dp/\dq and SU = - el
/\ e2 + e3/\ e4 =dx /\dP 

+ dy /\ dq are closed independently of the shape of A, B, 
and C. Thus, with 
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tS22 = e3 /\e2 = dx/\dy + (AC - B2) dp/\dq 

+Adpl\dy + B(dxl\dp + dql\dy) + C dx/\dq 

we obtain from dsa2 = ° the conditions 

Ax +B~=O, 

Bx+C~=O; 

(AC - B2)" + Bq - Cp= 0, 

(AC - B2)y -A. + Bp= 0. 

(3.5) 

(3.6a) 

(3.6b) 

One easily shows that (3. 6a) implies (and is implied 
by) the existence of a function B= B(pqxy) such that 

A=-Byy , B=BXY ' C=-Bxx ' (3.7) 

But this substituted into (3.6) gives 

:: }(BXXByy - (BxY + Bxp + Bya) = 0. (3.8) 

Consequently, BXXByy- fJ2Xy + 8xp + 8ya =fp(p,q), withj(p,q) 
being arbitrary. Therefore, introducing 8: = 8 - xi we 
arrive at the conclusion that with: 

(3.9) 

and the second key function 8 = 8( pqxy) fulfilling the 
second heavenly equation 

8X,,8~y - (8x)2 + ex!> + 8 y• = 0, (3.10) 

the forms SAB are all closed. [Indeed, (3.9) used in 
(3,5) gives 

(3.10 

The heavenly metric given in the terms of the present 
coordinates and the second key function is thus 

V4 : ds2= 2dp(dx - 8 yy dp+ 8
Xy

dq) 

+ 2 dq(dy + 8
XY 

dp - 8 xx dq). (3.12) 

For the natural tetrad we have now 

el=dp, -e4 =dq, 02=Ox' -03=Oy, 

e2 =dx-8yy dp+8"ydq, ~ 01=ap+eyyaX-8Xyay, 

- 04= aa - 8xyax + 8 xiy· 

(3.13) 

Now, in the present coordinates we have for the 
metric tensor and its inverse 

(

- 28yy 2eXY 1 0) 

(g,,)= 28x:,1 -28xx 01 , 

1 ° ° ° ° 1 00 

det(g,,) = 1. 

00 1 0 

(g"v) = (~~ 2~,. _ 2~ \ 
01 _ 28 28 Xl') 

xy xx 

Knowing (g"V) we find that, for any scalar cp, 

J.F. Plebanski 

(3.14) 

2399 



                                                                                                                                    

,f,; a __ 1_ 0 -r;;gg~Vo ,f, 
Y;a-Ii ~ v'P 

= 2[(tPx/> + tP~) + 0x(eyytPx - exytP) - o,(eXYtPx - 8 xxtPy )]. 

(3.15) 

This, specialized for tP = e (assuming that e is a 
scalar), yields an important conclusion: 

e;;~ = 2(ex/~yy - e:) 

= - 2(exp + e yQ ) • (3.16) 

The connections rab worked out from the tetrad (3.13) 
maintain the general form (2.18)-(2.19); we obtain, 
however, for the functions KLM and N working with the 
present coordinates a surprisingly simple result: 

(3.17) 

Similarly, the quantities which characterize the con­
formal curvature are surprisingly simple: 

.tC(4) -e 
2 - xxXy' iC(S) = exxx:y;' 

.tC(3) - e 
2 - XXltY' (3.18) 

.tC (2 ) - e .tC Cl ) = e 
2 - Xy:yy' 2 :yyy>,' 

4. SOME EXAMPLES 

The purpose of this section is to provide some "living 
specimens" of (nontrivial) "heavenly metrics," i. e. , 
to give some specific solutions either of (2.10) or (3.10) 
and to examine their structure. 

A simple solution of (3.10) has the form of 

e =- t r dx r dx F(x, q) (4. 1) 

where the function of two variables F(x,q) is arbitrary. 
Thus, the metric: 

(4.2) 

is heavenly. Working with the natural tetrad (3.13), we 
have connections such that only M=~Fx can be nonzero; 
while, out of all CCa)'s, only CCS)=F,,)x,q) can be non­
zero. Therefore, with Fxx*O, this solution of the (com­
plex) Einstein equations is of the type [4]0 [-]. 

As the second example, with A = A(qr} arbitrary, 
consider the function 

f:kp. Fdr'exp[A(qr')}+s' rdq'exp[-A(q'r)) (4.3) 

which fulfills (2.10). With &1ps = 0, from (2.20) we have 
K = 0 = N and therefore, applying (2. 23), 

cll) = C (2
) = C (3

) = O. 

For Land M one finds that 

L= - A
Q

, 

M =p(A
Q

• + 2AQA.) - s exp(- 2A}AQT , 

and consequently by applying (2. 23) 

Je(4
) = - exp( - A)A.

T
, 

~eIS) = [p exp( - 6A)a Q exp( 6A} - s exp( - 2A)a ,] 

x exp( - A)A.,.. 

Therefore, if A.,. *- 0, the heavenly metric 
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(4.4) 

(4.5) 

(4.6) 

v4 : ds2 == 2 eAdpdr+ 2 exp(- A)dqds 

+ 2(peAA
Q 

- s exp(- A)A,.)drdq (4.7) 

is of the type [3-1]x[-J. (If A.,=O, then Cla)=O and 
the space is flat). 

It is of interest to observe that using new coordinates 

u:=pe\ v:=sexp(-A), (4.8) 

we can rewrite (4.7) in a simpler form 

V4 : ds2 =2dr(du-uA,(rq)dr) 

2 dq(dv + vA.(rq) dq), (4.9) 

which exhibits the fact that the space being considered 
is a speCial case (with both distinguished null vectors 
being gradients) of a double Kerr- Schild metric in the 
sense of Ref. 1. [Note that (4.2) is a single KS metric.] 

We will state here some facts which follow as a 
speCial case from the general theory of DKS metrics. 
Let {x~} = {uvrq} be independent coordinates. Consider 
then the DKS metric defined by 

e1=dr, e2 = du + Pdr, 

e3 =dq, e~=dv+52dq 

with P and Q being arbitrary structural functions. 
we have 

r 42 =0, r41 =-Pu dr, r1z=Pudr, r34 =Qv dq, 

r 31 = - (Pa -52P) dr+ (52r - PQ) dq, r32=Qudq. 

(4.10) 

Then 

(4.11) 

Using (1. 21) one can compute the curvature quantities 
induced by (4.10). The complete list of these quantities 
is given below: 

C(5) =_ 2P e(4 ) = _ P e(2) = _ n 
vv' uv) <: uv' 

em = _2n <: uu 

e(3
) = - t(Puu + Qvv)' R= - 2(Puu + Qv)' 

(4.12) 

C(5) = Cc·;) = 0 C(3) = _ l(P + () C(2 ) == P _ n 
, 3 uu <vv' UQ <:vr' 

C34=-C12=~(Puu-QV)' C4l =-Puv, C3Z =-Quv' 

C44 = C 22 = C42 == 0 

C33 = 2(52r - PQu>., ell = 2(P
Q 

- QP .lv, 
- C3l = (P. - 52P)v + (Qr - P52ulv' 

(4.13) 

(4.14) 

The general result contained in (4.10) up to (4.14) has 
various interesting special subcases. In particular, if 
we require that the tetrad (4.10) describe a "weak 
heaven," i.e., 

(4.15) 

then, in agreement with (4.12), the structural functions 
take the form 

P=~au2 + blu + c l + flV, 

Q= -~av2 - b2v - C 2 - fzu, 

(4.16) 

where a(qr), ... ,f2(qr) are all arbitrary functions of q 
and r only. Besides (4.15) these P and Q imply R= 0 and 
C(5)=C(4)=C(3)=0 e(2)=Ua +va +b +b (4.17) 

, (/ r lq 2r' 

em = in the form from (4.13), 

so that the conformal curvature is of the type [3 -1] 
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181 [-], while the nontrivial components of Cab are 

Supp~se now that we require additionally that Cgg = C3l 

= Cll = () permitting only for C34 = - Cl2 = a = const, to be 
;< O. If in fact a;< 0, then the structural functions amount 
to 

p= tau2 - uAr(qr) + cl(qr), 

(2= - tav 2 + vAq(qr) - c 2(qr) 
(4.19) 

where a;< 0 and A(qr), C 1 (qr), C 2(qr) are arbitrary. 
The only nontrivial curvature quantities are here given 
by 

C 34 =-C12 =a, tC (2)=-Aqr , 

iC(l) = (u e-A oqeA - veAore-A - 2auv)Aqr 

+a(uc2r + VC1q) +c2rr- Ctqq - Arc2r - Aqctq· (4.20) 

In the limit a - 0, c t - 0 - c2 and the space in ques­
tion coincides with (4.9); the curvature quantities 

tC(2) = - Aqr , 

1c(t) = (ue-A) oqeA - veAore-A) Aqr 
(4.21) 

are considerably more symmetric than the equivalent 
set in Eq. (4.6). 

If one requires in (4.18) more strongly Cab=O, then 
the space becomes a strong heaven. The corresponding 
structural functions are now given by 

(4.22) 

where F=F(r), C= C(q), A=A(qr), Cl =ct(qr), and 
c2(qr) are arbitrary. The curvature is characterized 
here by 

(4.23) 

and some C(l); even when Aqr - 0, the functions Cl and C 2 

allow that the space can reduce to something nontrivial 
of the type N@ [-]. Observe that although the tetrad 
(4.10) with P and (2 from (4.22) produces some "hellish" 
connections rAB , there exists an SE(2,<t) gauge in which 
these objects do vanish. 

Now, as the next simple example we consider the 
function 

e (3 '" 1-", 
= 20'(0' -1) x y , (4.24) 

so that 
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e = -!!. x"-ly-'" 
xy 2 ' 

e = P. x"'y-"'-l 
yy 2 ' 

(4.24) 

which fulfills (3.10) for all values of constants 0' and ~. 
From (3.18) it follows that we have 

(4.25) 

On the other hand, if J(2;< 0, then the equation for the 
P-spinor KA, CABCDKAKB~KD=O amounts to 

(4.26) 

Substituting here from (4.25) we find that this equa­
tion is equivalent to 

(4.27) 

or explicitly 

(XKl _ yJ(2)2{(Q1 + 2)(!l' + 1 )(XK1)2 + (0' - 2)( QI _ 3)(yK2)2 

- 2(QI + 1)( QI - 2)(xKl)(yK2)} = O. (4.28) 

It follows that, irrespective of the value of QI, the spinor 
KA = (y, x) is always (at least) a double P-spinor, and 
that the factor with quadratic form in (4.27) has vanish­
ing discriminant if and only if QI = - 1 or QI = 2. There­
fore, if O! = - 1, 2 the solution is of the type [2 - 2] 
181 [ - ] and with QI;< - 1, 2 it is of the type [2 - 1 - 1] x [ - ]. 

Therefore, we have succeeded in this section of pro­
ducing explicitly examples of heavenly metric of all 
possible algebraically degenerate types. 

Of course, this work and its results are to be con­
sidered as a technical step forward within the general 
goal toward which relativity is striving in recent years, 
i. e. , to produce general techniques which would lead to 
general solutions of the Einstein equations on a real 
manifold. The complex solutions and complex geome­
try, although attracting interest at this moment (see, 
e.g., Refs. 8-10, ought to be considered only as an 
intermediate step. 
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An extension of the Goldberg-Sachs theorem for the case of a complex V. is given with a simple proof. 
The interpretation of the theorem, however, no longer applies the concept of the geodesic and shearless 
congruence of null directions; instead, the existence of a geodesic 2-surface (complex), the tangent vectorial 
space to which (i) contains only null vectors, (ii) is parallelly propagated along the surface, is now essential. 

1. INTRODUCTION 

This paper follows Ref. 1 where the formalism of 
the null tetrad (essentially in the same version as that 
used in Ref. 2), together with its equivalent spinorial 
form, was adopted for the purposes of complex 
Riemannian geometry in four dimensions. Thus, we 
follow here the notation and terminology of Ref. 1. In 
particular, with q = SL(2, (1;) x S1:(2, (1;) being the tetradial 
gauge group, the objects which are scalars with respect 
to the second factor in q (i. e., can possess undotted 
spinorial indices only) will be occasionally called 
"heavenly"; while, correspondingly, the objects which 
are scalars with respect to the first factor in q (i. e. , 
can be endowed with dotted spinorial indices only) will 
be called "hellish. " 

The fundamental "undotted" objects are SAB (the base 
of self-dual 2-forms), r AB (the connection I-forms 
r 42 , r 12 + r 34 , r 3t), and C ABCD (the spino rial image of 
the conformal curvature-in the notation of Ref. 2 these 
are equivalent to the cIa), r!.= 1, . 0 0 ,5). The correspond­
ing "dotted" objects are: SAB (the base of anti-self-dual 
2-forms),_rAA (the connection I-forms r 41 , -r12 +r 34 , 

r 32), and C AAeD (in the notation of Ref. 2 these are 
equivalent to the cIa), a= 1, ... ,5). In distinction to the 
case of a real V4 of signature (+ + + -), in a general 
complex V4 the fundamental "dotted" objects are not 
complex conjugates of the corresponding "undotted" ob­
jects and, thus, possess an "independent existence" and 
transformation propertieso In particular, it follows-as 
was noticed in Ref. 1. -that the generalized Petrov­
Penrose algebraic classification of the conformal curva­
ture of a complex V4 is just the cartesian product of two 
Penrose diagrams3 which correspond to the spinorial 
structures of the independent objects C ABCD and C ABeD' 

Now, it is well known in the theory of real V/s of the 
signature (+ + + - ) that there exists an interesting re­
lationship between the algebraic degeneration of the con­
formal curvature and the existence of a geodesic and 
shearless congruence of (real) null directions. This 
relationship, known under the name of the Goldberg­
Sachs theorem, 4 was found to play an instrumental role 
in most of the successful developments in the theory of 
exact solutions recorded in the last decade. 

The objective of the present article is to extend the 
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Goldberg-Sachs theorem on the level of complex V4's 
with their specific typology of algebraical structures. It 
turns out that, quite Similarly to the case of a real V 

4' 
when working with a complex V4, by applying the Cartan 
structure formulas and Bianchi identities, we can 
demonstrate the existence of a complex extension of the 
Goldberg-Sachs theoremo From the point of view of the 
interpretation, we must, however, here deviate signifi­
cantly from the intuitions formed from the case of a 
real V4: The role of the one-dimensional extremal null 
variety-a null and shearless geodesic-is taken, in 
the complex case, by the two-dimensional counterpart 
of the null geodesic. 

2. THE COMPLEX VERSION OF GS THEOREM 

Consider a complex V4 given in terms of a null 
tetrad ea: 

V4 : ds2 = 2e1e2 + 2e3e4 E A1® A1. (2.1) 

Then, with connections r ab = r[abl E At defined by 
dea = eb 

/\ rOb' the Cartan structure equations separate 
into the "undotted" and "dotted" sets of equations. The 
"undotted" set is given by 

A: =d r 42 + r 42 /\(r12 + r 34) 

=: tc(5
) e4/\ e2 + ~C(4) (e 1/\ e2 + e3/\ e4) 

+ [~C(3) - R/12] e3/\ e1 - ~C44 e4/\ e1 

- C42 (- e1/\ e2 + e3/\ e4) - ~C22 e3/\ e2 

B : =: d (r 12 + r 34) + 2r 42/\ r 31 

=:C(4 ) e4 /\e2 + [C (3
) +R/12] (e1/\e2 +e3/\e4) 

(2.2a) 

+ c (2 ) e3/\ e1_ C41 e
4/\e1 _ Cd- e11\e2 +e3/\e4) 

(2.2b) 

C : =: d r 31 + (r 12 + r 34) 1\ r 31 

=[~C(3) -R/12Je4/\e2 +~C(2)(e1/\e2 +e3/\e4) 

+ CI 
1) e3/\ e1 - ~C11 e4/\ e1 + ~C31 (- e1/\ e2 + e3/\ e4) 

- ~C33e3/\ e2• 

(2.2c) 

These relations involve only "undotted" r's and 
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c(a),s. (Notations used here follows conventions of 
Ref. 1; e. g., Cab are the null tetrad components of the 
Ricci tensor with extracted trace, R is the scalar 
curvature.) The "dotted" set of structure equations 
arises formally from (2.2) by the following interchange 
of indices: 

1-2 

2 - 1 and cIa) _ CIa) • 

3 -3 

4-4 

(2.3) 

{Of course, with real V4 of signature (+ + + -), where 
e2 == (e 1)*, the operation in Eqo (203) is just the complex 
conjugation; in a complex V4, in general, c(a)"* [c(a)]*. } 
We can also notice that Eqso (202) are formally invari­
ant with respect to the interchanges: 

1-2 

2-1 

cm -+C(1l 

CW - _ C(2) 

3-4 and C(3)_+Cl3). 

4-3 c<2l -_ C(4) 

C(1) _+C(5) 

Lemma A 5: Suppose now that 

(2.4) 

C44 ==C42 = C22 = 0, r 422 = r 424 = O. (2.5) 

Then, by reading off the e4 /\ e2 component of (20 2a), 
one first infers that 

C(5) = o. (2.6) 

NOW, by applying the operator d on Eqs. (2.2) we ob­
tain the Bianchi identities, which [assuming Eq. (2.5)], 
as far as C(4) is concerned, state that 

[- 04 + (r124 + r 344) + 4r421 ] C(4) == 0, (2.7a) 

[- 02 + (r 122 + r 3d - 4r 423] C(4) == 00 (2.7b) 

This we can now use in the general commutator 

(2.8) 

specialized for F = In[ C(4)], obtaining the integrability 
condition of the two equations (2. 7a, b): 

04 (r 124 + r 344 - 4r423) - 02 (r 124 + r 344 + 4r 421) 

- (r 122 + r 342 - 4rm )(r 124 + r 412) 

- (r 124 + r 344 + 4r 421) (r 324 - r 342) == o. (2.9) 

On the other hand, we can directly read off from Eq. 
(2.2) that 

iC(4) = - 02r421 + r423(r412 - r 421 ) + r 421 r 342 , 

iC(4) = - 04r 423 + r 421 (r 423 - r 324) + r 424 r 124, 

C(4) = - 04(rm + r 342) - 02(rI24 + r 344) + 

- (r 122 + r 342)(r 124 + r 412) 

- (r 124 + r 344)(r 324 - r 342) 0 
(2. 10) 

Multiplying the first two of these relations by four, 
and adding to the last we obtain 

5Cl4l = left-hand member of (2.9)] = 0, (2.11) 

which contradicts our silent assumption that C(4)"* 0, 
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which was made when specializing (208) for F = In[C(4) J. 
Therefore, 

C(4) = O. (2.12) 

Thus, we have demonstrated the implication 

(C 44 =C42 =C22 = 0) and (r422 = 0== r 424 ) - [C(5) = 0=C(4)], 

which is the content of our Lemma Ao 

Lemma B5: Suppose now that 

(2.14) 

Then, from the special Bianchi identities, R = const 
= - 4A; i. e., although we assume that the Ricci tensor 
with extracted trace is vanishing, the cosmological 
constant may be present. With (2. 14) assumed, we can 
work out from (2.2) that, as the consequence of the 
Bianchi identities, 

(al) - 3r 424C(3) = 0, 

(az) [02 + 2(r122 + r 342) + rm] C(1) 

+ [03 + (r 123 + r 343) - 4r312 ] C(2) - 3r313 C(3) = 0; 

(hI) - 3r422c(3) = 0, 

(b2) [- d4 + 2(r124 + r 344) + r 421 ] Cll) 

+ [01 + (r 121 + r 341) + 4r 314] C(2) - 3rSl1c(3) = 0; 

(cl) [- d4 + 3r421 ] C(3 ) - 2r424C(2) = 0, 

(c2) - r mC(I) + [- 02 - (r 122 + r 342) - 2rml C(2) 

+[- a3+3r312 ]C(3)=0; 

(dl) [- d2 - 3rm ] C(3) - 2r 422C(2) = 0, 

(ctz) r 424C(I) + [0 4 + (r124 + r 344 ) - 2r421]c(2) 

+ [a j - 3r314 ] C(3 ) = O. (2.15) 

This established, we immediately infer that if only 
one of the three quantities C(3), C(2 ), and C(

1) is differ­
ent from zero, then necessarily 

(2. 16) 

il, along with Cab = 0, we also have cla) = 0 and A = 0, 
then, in the terminology of Ref. 1, V4 represents a 
"strong hell" where, by using the freedom of SL(2, ([:) 
gauge, we can so select the tetrad that r AB = 0 and, in 
particular, r 42 = 0, so that, consequently, (2. 16) ap­
plies a jorteriori. 

Therefore, we can now state our Lemma B in the 
form of an implication: 

(Cab=O) and (Cl5)==0=Cl4»)-(rm=0=r424), (2.17) 

understanding, in the subcase cIa) == 0 and A = 0, the 
arrow as the possibility of such a choice for the null 
tetrad that the thesis applieso 6 

Taking now the intersection of our Lemmas A and B, 
we derive the Goldberg-Sachs theorem as extended on 
the complex Riemannian space: 

Theorem: The existence of a choice for the null tetrad 
such that r 424 == 0 == r 422 is the necessary and sufficient 
condition for the complex V4 , which fulfills the (com­
plex) Einstein empty space equations Gab == 0, to have the 
"undotted" spino rial image of the conformal curvature 
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tensor algebraically degenerate, with C(5) == 0== C(4), 

and with e3 defining some (at least) double Debever­
Penrose null direction. 7 

Now, an important comment must be made: Our com­
plex extension of the Goldberg-Sachs theorem involves 
Ricci rotation coefficients r 424 and r 422' but does not 
concern r 414 and r 411 , which remain in general 
independent. 

In the case when we take a real cross section of the 
V4 under study of the signature (+ + + -), by postulat­
ing additionally (e2)* == e1, we have then (r 424 == 0 = r 422) 
- (r 414 == 0 = r 411) and, as is well known, conditions 
r 424 = 0 = r 411 have the interpretation of securing that 
the discussed geodesic congruence has vanishing shear. 
Thus, in that case, the theorem from the present arti­
cle reduces to the standard version of the GS theorem 
for the real geometry: The existence of a geodesic 
and shearfree congruence of null directions is the nec­
essary and sufficient condition for the conformal cur­
vature of V4 to be degenerate, when Gab = 'JI.gab is 
assumed. 

But geodesic directions in the sense of Ref. 1 are 
"terestrial" objects: if tv vI' = 'JI.vlJ. is maintained as the 
definition of a geodesic vector in the complex geometry, 
then, with null e3 = vI' dx'" selected as one of the mem­
bers of the null tetrad, the conditions that this direc­
tion is a geodesic, r424=0:=T414' involve both the 
"heavenly" and "hellish" connections. On the other 
hand, it is obvious that our complex GS theorem (with 
the assumption of Cab = 0) involves only the "undotted" 
quantities 

[C(5) = 0= C(4)] - [rm = O=Tm ]; (2.18) 

and has a purely "dotted" version obtained by the ap­
plication of the transformation (2.3): 

[C(5) = 0=C(4)] -[r411 =0=:T414]. (2.19) 

Still two other variants can be obtained by applying 
the permutation of indices as in (2. 4), and with Cab = 0 
all the time assumed: 

and 

[-C(1)-0--C(2)]-[r -o-r ] 
- - 322 - - 323' 

(2.20) 

(2.21) 

The same remark applies with respect to our Lemmas 
A and B: They clearly possess two "undotted" and two 
"dotted" versions. 

These comments suggest that, while looking for the 
geometric interpretation of the conditions r 424 = 0 = r 422 

(with r 414 and rUt left as independent quantities!), it 
is advisable to consider geometric obj ects which, from 
the pOint of view of the tetradial gauge group, are 
"heavenly." A natural candidate of this type is the 2-
form of the area element of a 2-surface, endowed with 
the self-duality property. This is the basic idea which 
has lead to the considerations of the subsequent section. 

3. NULL GEODESIC SURFACES 

A 2-form which represents an element of area of a 
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2-surface must be necessarily simple: Thus, the two 
likely candidates for the "heavenly" self-dual area ele­
ments of 2-surfaces are 

(3.1) 

NOW, quite generally, if in a Vn there is a simple 
p-form (n > p), 

(3.2) 

(the forms e i are defined for all points of Vn), then w 
can be interpreted as the area element of a p-surface, 
VI> if, with e i = eilJ. dx" and in the local coordinates 
{x" }, the equations 

(3.3) 

are integrable for xl! = x'" (1'1 ••• -r/'). [The p x p matrix 
(C~) with det(C~) = 1 is here arbitrary. ] Now, if we de­
fine the tangent vectorial space TeA 1 by the condition 
vET - v A w == 0, it is well known that the integrability 
conditions of (3. 3) amount to the statement that the set 
of forms e i is closed under the Lie bracket, i. e., that 
(see, e. g., Ref. 8) 

(3.4) 

Thus, the form S22 is an integrable element of sur­
face if 

e1v e3 _e3ve1 ="'e1 +{3e3 
J.I.;v J.Io;I' u '" "'. (3.5) 

Since ra
ba : = - e"lJ.;v eblJ. ec", one easily finds that this 

condition is fulfilled if and only if 

r 424 = 0 = r 422 , (3.6) 

i. e., the conditions that S22 is an integrable element 
of surface coincide precisely with the conditions which 
appear in the thesis of our GS theorem, extended on 
the case of the complex V4• 

(It can be observed that S11 = 2e4 A e2 represents an 
integrable surface element if 

s!!llilar ly, the "hellish" obj ects Sii = 2e3 A e2 and 
S11 = 2e4 A e1 are integrable 2- surface elements if, in 
the first case, 

r 414 = 0,= rut> 
and, in the second case, 

r 323 == 0::= r 322.) 

(3.8) 

(3.9) 

Let now u, VE T, where Al:::>T 3u -uA e3A e1 == 0, 
and consider the vector f:.. u v; the condition that this 
vector is in T, i. e. , 

(3. 10) 

stated expUctly, amounts to the following: for every 
01, {3, y, and 6, 

(ae1
v + {3e3 v> (yell' + 6e3,J;v dxlJ. A e 3 A e1 = 0, 

or, equivalently, 

(a 6r 422 + {36r 424) e1 A e2 A e3 

+ (ayr 422 + {3yr 424) etA e3 A e4 = O. 
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This, of course, again holds if (3.6) is fulfilled. 

Summing up, we find that the conditions r 424 = 0 = r 422 
are necessary and sufficient for the two null congru­
ences e3 and e1 to be interpreted as spanning the tangent 
space T to a family of (integrable) 2-surfaces, in such 
a manner that T is parallelly propagated along all these 
surfaces. Of course, each vector u c T is null, (u, u) = O. 

Comparing this with the situation to which we are ac­
customed when working with null geodesics, we imme­
diately see that a perfect analogy applies: In both cases, 
the two-and, respectively, one-dimensional varieties 
possess null tangent spaces which are parallelly propa­
gated along the variety. Therefore, the 2-surfaces with 
the element of area e 3/\ e 1, whose existence is assured 
if r 424 = 0 = r 422 , generalize the concept of null geodeSic 
on the level of the two-dimensional varieties. We will 
call them null geodesic surfaces. 

It should be observed, however, that one-dimensional 
geodesics exhibit the additional property of being an 
extremal variety. Thus, it remains to examine whether 
the corresponding generalization also applies in the 
two-dimensional case. Now, the idea of a two-dimen­
sional variety which generalizes the one-dimensional 
extremal (geodesic) is well known in differential geom­
etry and amounts to an abstract treatment of the 2-
surface, bounded by a given curve, which has minimal 
area, L e., of the two-dimensional membrane. Ex­
tremal surfaces were already studied by Bompiani9 as 
early as 1919; RayskilO proposed to apply three-dimen­
sional spacelike surfaces of extremal volume as a pos­
sibly useful tool in general relativity. 

For our purposes it is useful to outline briefly the 
general concept of the extremal p-dimensional variety 
Vp in a Riemannian space Vn (n > p; in general Vn can 
be complex). Following Ref. 9, let, in the local co­
ordinates V} (Jl = 1, .•. ,n), the subspace Vp be given 
as parametrized by ri = (Tl , ••• , r'): 

Vp : x'" = x'" (ri). 

Then the induced metric on Vp is 

ax'" axv 

aii:=g".v ari dTi' a:=det(ai)' 

(3.13) 

(3.14) 

If now Vp-I is a given closed subspace bounding a 
region Rp C Vp, then the "volume" of Rp is 

V=J~ dV, dV·=VadT1 ···drP. (3.15) p • 

Of course, Vas a functional of x'" (Ti) is independent 
of the choice of parametrization. 

If the induced metric is nonsingular, a* 0, and (a ii) 
exists, then the Euler-Lagrange equations which follow 
from 5V= 0 amount tol1 

D2 ". d ". ij __ X_ -bi ~ 
a oTiOTi - oTi ' 

(3.16) 

where the arbitrary bi's are related to the ambiguity 
of choice for the parametrization; by selecting a pre­
ferred (affine) parameterization one can make bi = O. 
(Of course, the covariant derivative is used here in the 
sense of Vn and it employs {;} as connections.) 

On the other hand, if the tangent space T to Vp 
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which is spanned by the vectors ax'" laTi is parallelly 
propagated along Vp, 1. e., if there exist such C,~ that 

(3. 17) 

then Eqs. (3.16) are fulfilled aforteriori (with some 
specific bi's) so that Vp, endowed with the property 
(3.17), atuomatically has extremal volume. 

Although the geodesic null surfaces generated by 
e3

/\ e1 (when r 424 = 0 = r 422 is assumed) possess a 
tangent space which is parallelly propagated along 
these surfaces, we cannot directly apply the construc­
tion outlined above claiming that the geodesic null 
surfaces are extremal. This is so because in the pres­
ent case aii = 0 - a = 0 (e l and e3 are null and ortho­
gonal) so that V= 0, while (aii ) does not exist and the 
Euler-Lagrange equations in the form (3 0 16) lose 
senseo [It can be observed that essentially the same 
difficulty is already encountered in the case of the 
standard one-dimensional geodesic: The action 
j(g".v dx"" dxV)1/2 = 0 cannot be directly used in order 
to deduce the equations of null geodesic. 1 

However, quite generally, if in (3.14) aii = 0, and V 
from (3.15) cannot be used as the action functional, we 
can conveniently use as the action 

1 f" ax!' ax
V 

A' =- A'J g -. - d TI/\"'/\dT P 
. 2 ".v aT' aTi ' 

(3.18) 

with Aii = Aii being Lagrange multipliers. This action 
yields as the equations of the null extremal variety Vp: 

(3 0 19a) 

(3 0 19b) 

where b i =_ aAiilaT i can be affected by the choice of the 
parametrization. If p = 1, Eqs. (3. 19) with A 11 f. 0 de­
scribe the null geodesico For p = 2, in complex V4, by 
differentiating covariantly Eqs. (3.19), one easily infers 
that all derivatives D2x'" lariaTi are orthogonal to all 
vectors from the null space spanned by Clx""IClr1 and 
ax"" lail, and, therefore, are vectors belonging to this 
null spaceo Thus, there exist C:J such that (3. 17) ap­
plies and, consequently, (3. 19b) reduce to the equations 
Aiie:i + aA ki laTi = 0 for the uninteresting Lagrange 
multipliers. 

It follows that the action (3.19) yields the geodesic 
null surface as an extremal variety. The last argu­
ment was included in order to exemplify the fact that 
geodesic null surfaces are extremal varieties, deriva­
ble from an action principle: Of course, similarly to 
the case of one-dimensional null geodeSics, there exist 
many different variational principles which lead to the 
same geodesic null surfaces. 

4. CONCLUSIONS 

The union of results of Sec. 3 and 4 permits us to 
give the following formulation of the Goldberg-Sachs 
theorem as extended to the case of the complex V4 : 

Theorem: The undotted or dotted components of the 
spinorial image of the conformal curvature in empty 
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complex V4 (i. e., G,.,,:: 0) is algebraically degenerate 
if and only if there exists a (complex) congruence of 
geodesic null surfaces with parallelly propagated tangent 
space which contains the degenerate (generalized) DP 
vector. 

The result stated above exhibits the important role of 
the (extremal) two-dimensional null varieties in the 
geometry of complex V4• Therefore, one can say that, 
in a sense, "analytic continuation" of general relativity 
leads to the concept of the (complex) null "string" '" null 
geodesic surface; this concept appears in a natural 
fashion in the "complex anatomy" of the GS theorem. 
Whether the complex null strings may be useful for 
more mundane purposes-in particular, whether they 
can serve as mathematical models of some physical 
objects-remains an open question. 
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The class of U(3) Racah functions which are identically zero are determined trom the canonical splitting of 
the mUltiplicity. These results imply the form of a special class of (projective) tensor operators. The 
function Gq associated with the "stretched" (maximal null space) Wigner operator is generalized and 
shown to be applicable in determining the denominator for the minimal null space operator. 

1. INTRODUCTION AND SUMMARY 

The construction of the set of all canonical tensor 
operators in the unitary group U(3) is a formidable 
task which has been the subject of intensive effort over 
the past few years. 1-6 The existence of this set of ten­
sor op~rators has been proven quite early, h but the 
actual construction-as opposed to the "in principle" 
constructability used in the existence proof-is by no 
means straightforward. 

A major part of the explicit construction is the 
effort to achieve some kind of intuitive understanding 
of the properties possessed by the actual answers; for 
this purpose-Which we feel to be the real essence of 
the problem-a formal answer expressed, say, as an 
unstructured multiple sum over complicated compo­
nents is effectively no answer at all. In pursuing this 
objective we have been led to discuss first the unit 
tensor ("Wigner") operators7 which were shown to be 
composed from Simpler components: the U(3) : U(2) 
projective operators {also known as "isoscalar" factors 
in physical applications of unitary symmetry [Gell­
Mann's SU(3) structurel}. 

For the SU(3) projective operators, whose tensor 
operator irrep labels are (pOO) and (qqO), completely 
explicit results have been known for some time8; these 
operators 9 are the "building blocks" of the general 
SU(3) operator (pqO), but (as indicated above) the actual 
formulas expreSSing this fact are too complicated to 
admit of anything but the most superficial interpreta­
tion (or use). 

The definitive characteristic which permits the com­
plete construction of the (pOO) and (qqO) operators is 
that their operator patterns [the operator-label-space 
"Gel'fand-like" patterns-denoted by r = (r;j)-which 
express the canonical labelling) are (necessarily) mul­
tiplicity-free. Expressed differently, in a more sugges­
tive way, the elementary operators have stretched 
operator patterns, i. e., patterns of the form 

( '-.: .. ) and/or ( . -: ./" ), 

where the dots denote the labels r;j and the lines de­
note "tied" (numerically equal) labels. 
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It has proved possible to extend to projective opera­
tors, having general irrep labels [pqO], but specialized 
to stretched operator patterns r., this explicit construc­
tion. This result (cf. Ref. 4, I and II) takes the form 

l<:')o °l 
= (-1)P-t.1F R(f~1 ~2. AJj) /D([AI A2 A3]). (1.1) 

[p 0] [p q 01 

In this result FR is a restricted arrow-pattern function 
whose value is read off directly from the pattern cal­
culus rules, 2,4 and the denominator function has the 
following form: 

D([A1 ~2 A31)([mJ) 
[p q 01 

_ [ AI! A2! A3 n3 
( 1) I 

- (P+q)!D'([m1+[AJ) ;<j=1 A;+Aj+ . 

( 
X;j+Ai ]1/2( (p+q)! )1/2 

x A;+Aj+l (P-q)!Gq(A;X) , 

where 

and 

Gq(A; x) = Gq{A1 A2A3; X1X 2X3) , 

x; =Xjk (i,j, k cyclic in 1,2,3). 

(1.2a) 

(1. 2b) 

(1. 2c) 

(1. 2d) 

This appears to be a very complicated result, but the 
structure can be easily understood. The first factor, 
F R , is the square root of a product of linear factors; 
this structure is completely known (and easily written 
out) from the pattern calCUlus rules. 2 The second fac­
tor, D(···), is the denominator function which plays 
a basic structural role in the canonical splitting of the 
multiplicity: the set of irrep labels {[ m]} on which the 
denominator junction vanishes uniquely characterizes 
the stretched operator pattern r s ' and conversely. 

Expressed differently, one denotes the representa­
tion spaces determined by the set of irreps{[m l} on 
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which D vanishes as the null space of the operator 
(/: 0>' The essential result then becomes: The null 
space determined by Eq. (1. 2) uniquely characterizes 
(p ~so>. 

{Let us note, for completeness, that a special U(2) 
operator pattern, namely (P/), appears in Eq. (1. 1); in 
the .general case [i. e., an arbitrary U(2) operator pat­
tern on the left-hand side of Eq. (1.1)] the function FR 
would be multiplied by a polynomial [which for (P pO) re­
duces to 1]. It follows that the denominator function­
which alone can introduce Singularities into the general 
projective operator-is indeed characteristic of the set 
of projective operators, and therefore of the unit tensor 
operator (p ~ so> itself.} 

What is the null space determined by Eq. (1. 2)? There 
are two pieces to this null space, which account for the 
form in which Eq. (1. 2a) is written: 

(a) There is a set of null space lines determined by 
the linear factors in the product over i <j. (See note 
added in proof. ) 

(b) There is a triangular set of null space points de­
termined by the zeroes of the polynomial G •• (Note that 
these zeroes of G. occur at intersections of null space 
lines so that the net result is a first order null space 
zero. Note also that when the arguments of the G. func­
tion are in a "constricted position"-see Fig. 1 and 
Eq. (2.15) below-this triangle of zeroes can develop 
one or more null space lines. ) 

This summarizes the current status of the tensor 
operator construction in U(3); we are now in a pOSition 
to sketch the results to be presented in the present 
paper. We will generalize the projective operator in 
Eq. (1. 1) to comprise that class of projective opera­
tors for which the form of Eq. (1. 1) remains valid, 
that is, a product of a (known) pattern calculus function 
and an (unknown) denominator function [a function of 
U(3) and U(2) invariant operators], to be determined. 
This is the class of "least complicated" projective 
operators and a major result of the paper will be to 
give explicitly one such projective operator for every 
operator pattern r. 

We will determine, in other wordS, the explicit de­
nominator function for all tensor operators in SU(3). 
Accordingly, we will be able to verify, in complete de­
tail, the null space properties of the general U(3) ten­
sor operator and illustrate how this structure accords 
fully with the intertwining number-null space construc­
tion discussed in Ref. 4, Paper II. 

This is a rather sizeable task, which, as will be 
seen, has introduced its own insights and subtleties 
that deserve discussion. One may better understand 
these new structures if one proceeds through simpler 
examples. Accordingly, we will present the work in 
two parts, of which the first part (the present paper) 
will confine itself to developing the form of a class of 
least complicated projective operators, showing how 
the denominator functions enter. We will also present in 
this part the denominator function for the Wigner opera­
tor having the minimal null space [the maximal null 
space denominator function is given by Eqs. (1. 2)]. 
These minimal null space operators include the SU(3) 
generators. 
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The method whereby these minimal null space opera­
tors are determined is quite special, and depends upon 
a corresponding special property of the U(3) Racah func­
tions. Section 3 is concerned with this development, 
which is found to depend on determining which Racah 
functions vanish identically (a topiC of interest in its 
own right). 

Section 4 applies the Racah function results of Sec. 3 
to the construction of a class of least complicated 
operators. 

It is the surprising result of Sec. 5 that the denomina­
tor function for the minimal null space operators is 
actually the same function G. determined for r 1 = rs [the 
stretched pattern, but for different parameters (argu­
ments)]. Thus, for Simplicity, the next section, Sec. 2, 
is devoted to this extension of the parameter domain of 
the G. function. This extension will in turn lead to a 
neat reformulation of some of the pattern calculus rules; 
these results-albeit purely mnemonic-have an appeal 
of their own which we hope the reader will share. 

2. EXTENSION OF THE DENOMINATOR FUNCTION Gq 
A. Resume of properties of Gq 

The properties of the denominator function Go were 
developed (Ref. 4, I, II) in conSiderable detail, not so 
much for intrinsic interest, but as a means toward 
proving the validity of the useful polynomial form [Eq. 
(2.2) below]. First let us write the function G. in the 
form 

(~1 ~2 +xl ~3 - Xl) 
G.(~;x)=Gq ~2 ~3+X2 ~1-X2 , 

~3 ~1 +X3 ~2 - X3 

G.(~;x)= (_ l)Oq! 6 (~1 + ~2 + ~3 -kl - k2 - k3) 
(kl k4 

(2.1) 

Xfq,kl(~1> ~2+Xl' ~3-xl)fq,k2(~2' ~3+X2' ~1-X2) 

xf.,k3(~3' ~1 +X3, ~2 - X3), (2.2) 

where the sum is over aU nonnegative integers kl' k2' 
k3,k4 whichaddtoq, k j +k2+k3+k4=q, and 

f.,k(xyZ) '" (q - r) !r! (q ~ r)(~)(~)' (2.3) 

In the defining equations above for Gq , we have in­
troduced ~l = ai' since the definition does not require 
that the ~ i be integral. It is essential, however, that 
the Xl variables [see Eq. (1. 2b)] obey the constraint 

3 

6x.=O. 
i=1 • 

Let us now list some of the properties of Gq(~,x): 

(2.4) 

(a) Gq(~;x) is a polynomial of degree 2q in the varia­
bles Xl' 

(b) Gq(~;x) is unchanged by a transpOSition or any 
permutation of the rows or columns of the 3 x 3 array 
of parameters in Eq. (2.1). 

(c) Gq(~; x) has trigonal symmetry in the barycentric 
(Mobius) plane {xl}' There is a center of symmetry at 
the point: 
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X, = (~_ - ~J)/2, (ijk) cyclic. 

(d) Gq(~;x) has zeroes at the lattice points of an 
equilateral triangle of side q whose vertex and cor­
responding two sides are on the lines XI = ;s, Xs = ~2' The 
symmetry in (c) shows that there are six such triangles 
of zeroes. 

B. The necessity of extending the definition 

We presented in Ref. 4II an example of the remarka­
ble symmetry properties of the G. function. This ex­
ample concerned the zeroes of the function 
Gs(352;xtX2XS) and, as we will see, supplies the motiva­
tion for generalizing the definition of G •. 

Consider Fig. 1 (reproduced from Ref. 4II). The 
remarkable property shown by this figure is that if we 
remove the two lines of zeroes (shown as - . - lines) 
we obtain a new figure (of six equilateral triangles) 
obeying the symmetry [item (c) above] characteristic of 
the G. junction itself. Since the degree of G3(352; x) is 
six, and we remove two linear factors, the resulting 
degree 2q = 6 - 2 = 4 checks with the size of the new 
triangles (side =2=q). But the result [G3(352;x)/(two 
linear factors)] does not fit the definition, Eq. (2. 2), 
for a function G2 of the type G2(A1A~A~jx) in which the 
X I = PiS - P_3 variables are unaltered. In studying the 
polynomial which remains after removing the linear 
terms from G.(AjX), we have been led to introduce 
what appears, at first glance, to be a more general 
polynomial. We will show subsequently [cf. Eq. (2. l3d)] 
that this new polynomial is, in fact, of the form 

FIG. 1. Zeroes of the polynomial G3 (352; xlX:!xS)' This polyno­
mial vanishes at each of the six points (three large open cir­
cles and three large solid Circles) of each of the six equilateral 
triangles symmetrically placed about the center of symmetry 
at the point (-3/2, 1/2, 1). The linear factors of the polyno­
mial are (xs +3) (xs - 5). Hence, the polynomial also vanishes 
on the lines Xs = - 3 and Xs = 5 (the dash-dot lines). Removing 
these linear factors from the polynomial leaves a new polyno­
mial which still vanishes at each of three points (the large 
solid circles) of each of six equilateral triangles which are 
still symmetrically placed about the center of symmetry. 
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G •• (l,;'j X') in which we Simultaneously shift the 1,;, and the 
x,, The form we present below (with unshifted Xi) has, 
however, an interesting interpretation in terms of the 
pattern calculus rules (which we will discuss); this in­
terpretation will, in fact, make the form given below 
the more useful of the two possible forms. 

We now define: 

(

1,;11 1,;12 +Xl ~13 -Xl) 
G.C=:; x) = G. ~21 1,;22 +X2 ~23 - X2 , 

1,;31 ~32 + X3 1,;33 - X3 

G.C=:;x) = (- l).q!:0 (z - k 1k- k2 - k3) 
(kl 4 

Xf.'_1 (1,;11,1,;12 +xlt 1,;13 - Xl) 

Xf •• k2(~21' 1,;22 +x2, 1,;23 - X2) 

Xf •• k3(1,;31, 1,;32 +X3, 1,;33 - x3), 

where the sum is over all nonnegative integers 

(2. 5) 

(2.6) 

k l , k2, k 3, k4 which add to q, kl +k2 +k3 +k4 =q, and, as 
before, 

f •• r(xyZ) = (q - r)!r! (q ~ r)(n(~} 
Let us call the new, more general, 

troduced in Eq. (2.5) the "~-array": 

~ =(t~ t~ t:), 
~31 ~32 ~33 

z='0 1,;1J='0 !,;mk, for every (j,m). 
i k 

(2.7) 

3 x 3 array in-

(2.8a) 

(2.8b) 

The essential characteristic of the ~-array is that it 
is a magic square. The constraint, Eq. (2.4), is also 
imposed in the new definition of G •. 

It is easily seen that the previous definition accords 
fully with the new definition, as a special case. 

Let us now establish several general properties of the 
polynomials defined by Eqs. (2. 5)- (2. 8), for a general 
~-array which satisfies the magic square constraint. 

The first general property follows directly from the 
same considerations used in Ref. 4II, namely that: 
The polynomial G.(~; x) for a general Z-array is in­
variant under transposition and under all permutations 
of rows, and of columns, of the ~-array matrix. 

In order to establish next the triangles of zeroes that 
characterize the G. function, we make use of the identi­
ty, Eq. (2. 3a) of Ref. 4II. (This identity is the Saal­
schlitz identity tailored to the present discussion. ) This 
step reduces Eq. (2.6) to the form (we choose to carry 
out the summation over k 2, i. e., we combine the 
binomial factor with f .. k2 and sum out k2): 

G.(~;x)=(-l)·q! '0 f.,kl(1,;11'~12+Xlt~13-Xl) 
kl +k2+k3=. 

X f •. k2 (1,;21, Z - 1,;23 + x2 +k2- q, Z - ~22 - x 2 + k2 - q) 

Xf •• k3(~3lt ~32 +X3, 1,;33 - x3)' (2.9) 

(Note that k2 has been restored in the summation and the 
magic square condition has been used. ) 

From this expression now consider the following fac-
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tors which appear under the summation: 

etS~ Xt)(~SSk~ X3)(b - z -k:2+q -1). (2.10) 

[Note that the last term comes from using C;) = (- 1)· 
x (A+:-t). ] Now suppose that ~t3 - Xt and ~33 - Xa are non­
negative integers satisfying 

(2. 11) 

Then also ~2a - z - x2 + q - 1 is a nonnegative integer. 
Thus, under the condition (2. 11), we see that in Eq. 
(2.10) the sum of nonnegative integers in the binomial 
coefficients is 

(~ta - Xt) + (~as - Xs) + (~2a - Z - X2 + q - 1) = q - 1, 

and, since k t + k2 + k = q, at least one of the factors in 
(2. 10) is always zero whenever (2. 11) holds. We have 
thus proved: The polynomial G.(Z;x) has value zero 
whenever ~la - Xt and ~S3 - Xs are nonnegative integers 
satisfying 

(~t3- Xl) + (~aa- Xa) ""q-l. 

This result establishes that there exists a triangular 
lattice of zeroes, q zeroes on each side of the triangle, 
with one vertex of the triangle placed at (X1Xa) 
= (~la, ~3a). Using the symmetries established for the 
Z-array, this result extends to define six equilateral 
triangles of zeroes. 

The six triangles on which G.(Z;x) vanishes are 
depicted in Fig. 2. The diagram is drawn under the 
assumption that the ~IJ are all nonnegative. The ~iJ 
situated near the dots designate distances from the 
origin. 

~ --I -:;,"'-:;"--"*:---*--"-_"""'::'""I:::'""-_X1 

" 
'" 

FIG. 2. Zeroes of the polynomial G.(2.;x). Regions 1, 2, and 3 
are defined. respectively. by the conditions (~33 -xs) + (~23 -~) 
""q-1. (~13-xl>+(~33-X3)""q-l. and (~2a-~)+(~13-Xl) 
"" q -1. Regions 1'. 2'. and 3' are. respectively, the reflec­
tions 1. 2. and 3 through the center of symmetry located at 
[(~13 - ~12)/2, (b - ~22)/2, (~33 - ~32/21 and are defined by the 
condtions (~32 + X3) + (~22 +~) "" q - I, (~12 + XI) + Q; 32 + X3) "" q -I, 
and (~zz +xz) + (~12+XI)""q-1. The lattice points within and on 
the boundaries of these six triangles are zeroes of G.(Z;x). 
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Let us now replace the Z-array by - Z +q - 1, where 
Z is still defined generally and the notation - Z + q - 1 
symbolizes - ~IJ +q -1. This leaves us still with a 
magic square. Next consider G.(- Z +q -1; - x). 
Observe that triangle 2 in Fig. 2 now becomes the tri­
angle of points defined by the conditions 

(2. 12) 

The triangle of points defined by these conditions is 
precisely the reflection of triangle 2 of Fig. 2 through 
the base line nearest the origin. Observe that this 
same phenomenon happens with respect to each of the 
six triangles! The operations Z - -Z +q -1, x--x 
carry the points Of the six triangles depicted in Fig. 2 
into the points of the six triangles obtained by rotating 
each of the original triangles about its base line nearest 
the origin. (A remarkable feat! ) 

This "geometric" result will be of considerable im­
portance in the construction of the minimal null space 
denominator function in Sec. 5. 

The polynomial G.(Z;x) appears to be more general 
than G.(~;x). However, upon putting 

(
~11 ~t2 +Xj 

~21 ~22 +X2 

~al ~32 + Xa 

so that 

~la - Xt) (1 ~2 +xl ~a - Xl) 
~2a-X2 = ~2 ~a+X2 ~1-X2 

~aa-Xs ~3 ~1+X3 ~2-X3 

(2. 13a) 

(2. 13b) 

we see that the magic square conditions (2.8) are just 
sufficient to determine uniquely the shifted xi variables 
[still satisfying 2:1 xi = 0]: 

xl =Xj + ~j2 - ~2j, 

X2 = X2 + ~22 - 1;al, 

Xs =Xa + 1;a2 - 1;11. 

Thus we have proved 

G.(Z; x) = G.(~; x'). 

(2. 13c) 

(2. 13d) 

Note that we could also now derive the symmetries 
and zeroes of G.(Z;x) given by Fig. 2, directly from the 
symmetries and zeroes of G.(1;; x') proved in Ref. 411. 
Indeed, we can now write out recursion relations, etc., 
directly for the G.(Z;x). More important is the follow­
ing result (d. Proposition 3 of Ref. 4I1): The set of 
zeros of the six triangles dePicted in Fig. 2 uniquely 
determine G.(Z;x) up to a multiplicative factor which 
depends at most on the ~i = ~i1' 

C. A reduction formula 

We began the discussion of Sec. 2B above by noting­
from our motivating example of Gs(352;x)-the necessi­
ty of generalizing the Z-array in the original definition 
of the G. function. Let us now complete the discussion 
of our motivating example by giving the general form of 
the relationship between the G.(.l;x) and the new 
Gq(Z; x) function. 

For this purpose, we introduce the "step functions" 
Ai defined in the following manner: 
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A ={q - 6.1 for 6.1 '" q 
1 0 for 6.1 > q. (2.14) 

The introduction of this new notation might appear 
rather trivial, while, in fact, it will enable us to unify 
many results which otherwise would be presented as 
different formulas or cases. It is worth noting specific 
instances in which this unification occurs: (1) the reduc­
tion formula, Eq. (2. 15), below; (2) the multiplicity 
formula, Eq. (2. 17); (3) the intertwining number- null 
space diagram, Fig. 3 below; (4) a generalization of 
the pattern calculus rules [cf. Sec. 2 D]; (5) the general 
identification of operator patterns, Eq. (4. 4a); and (6) 
the limit formula given in Appendix A. 

Returning now to the discussion of the reduction 
formula, we prove directly the following relation10 : 

(2.15) 

where ijk are cyclic in 123 and we have introduced the 
notation 

[xl.=x(x-l)···(x-a+l), a=I,2,"', 

[x lo = 1 

for a falling factorial. 

(2. 16a) 

(2. 16b) 

We denote the 2-array in Eq. (2.15) as a "reduced 
2-pattern." Note that this reduced 2-array automati­
cally obeys the magic square constraint. 

D. Interpretation in terms of the pattern calculus 

The results obtained in Subsections A-C above lead 
to a considerable simplification in our previous dis­
cussion of the intertwining number-null space 
diagram. 

For example, instead of the complicated (tabular) 
discussion of the multiplicity of a given 6.-pattern­
which led in all to eight separate cases to consider­
we may now give a single comprehensive formulation. 
Using the step functions Ai> we may write the following 
single formula for the multiplicity fr of the 6.-pattern 
6.E [p q ol: 

/YJ=q-Al-A2-A3+1, (2.17) 

where the Ai in this result are defined by Eq. (2.14). 

We may now also reformulate the "coordinate points" 
of the intertwining number-null space diagram in the 
manner shown in Fig. 3 (cf. Ref. 411). The .importance 
of the intertwining number-null space diagram has been 
discussed in Refs. 3, 4. The new result we wish to note 
here is that the polynomial Gq -

A1
- A -A

3
(2;x), where 2 is 

the reduced pattern given in Eq. (2.15), vanishes on 
the lattice pOints of the equilateral triangle P;P; P; (cf. 
Fig. 3), where 
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FIG. 3. The intertwining number-null space diagram. The in­
tertwining number.f) is defined at each lattice point (points 
having integral coordinates) of the Mobius plane. At each lat­
tice point in the pie-shaped region bounded by the bent solid 
line, .f) = !11, the value of.f) is!l1; at lattice points in the re~ion 
between the bent solid lines !J. = 0 and.f) =!11 , the value of Y 
varies from 1 to,11-1, its value being k on those lattice points 
on the bent line which is k units away from the Y = 0 line. At 
all other lattice points Y=<>. The polynomial Gq-A,-A2_A3(2.;x), 
where E is the reduced E-pattern displayed in Eq. (2.15), 
vanishes on the lattice points of the equilateral triangle 
Pj~Ps· 

P; =(6.3 - A1> - 6.2 - 6.3 + Al + A3, 6.2 - A3), 

P; = (6.3 - AI, - 6.2 - 6.3 - 1 + q - A2, 6.2 - q + 1 + Al + A2), 

P~ = (6.3 - q + 1 + A2 + A3, - 6.2 - 6.3 - 1 + q - A2, 6.2 - A3)' 

(2.18) 

These results can be readily verified by a point by point 
change of notation from the eight cases detailed in Ref. 
411. The eight sets of values which the A's can assume 
handles the situation so much better that it holds out 
hope that the general problem in U(n) can be similarly 
handled. 

Not only does the new formulation simplify previous 
results, but it also allows a similar unification of 
some of the pattern calculus rules. We will now show 
that the reduced 2-pattern given in Eq. (2.15) may be 
associated directly with the linear factors that appear 
in the denominator junction. 

The usefulness of this result is best understood from 
an example. Let us consider the (420) operator (the 
27-plet operator given in complete detail by Castilho­
Alcaras, et al. 11). In particular, consider the projec­
tive operator 

For this operator the original 2-pattern is 

(3 1 2) 
123 , 
2 3 1 
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and the reduced E-pattern is 

(; ~ ;\ 
1 3 {} 

[Note that there is no ~-pattern that will give this re­
duced E-pattern, unless we also make the corresponding 
shift of the xi given by Eq. (2. 13c). ] 

For this operator the shifts are ~ = [312]. The linear 
factors in the denominator (1. 2) are obtained from the 
pattern-on-pattern rule for totally symmetric operators; 
this yields 12 linear factors. But the reduction of 
Gq(~; x) yields two linear factors. These two factors 
cancel 2 of the 12 factors leaving 10 factors. 

Let us now show how these 10 linear factors may be 
obtained directly from the E-pattern. We write out the 
E-pattern, including the x-variables: 

(

2 l+xt 2-X I) 

2 1 +x2 2 - x2 
1 3+x3 1-x3 

(2.19) 

It is the integer pairs (1,2), (1,2), and (3,1) appearing 
in columns 2 and 3 which are important in the rule for 
obtaining the linear factors. We now give the rule. To 
determine the linear factors depending on x t = P23 - P33, 
we write out two sets of three dots as shown below. 
With the integer pair (1,2) appearing in row 1 (the row 
containing Xl), we now associate arrows going between 
dots 2 and 3 in each of these sets of three dots. In the 
first set of three dots, the first integer in the pair (1,2) 
tells us to draw 1 arrow (we write the 1 under dot 2) 
from dot 2 to dot 3, and to write the second integer 2 
above dot 3. For the second set of three dots, we re­
verse the procedure by drawing 2 arrows from dot 3 to 
dot 2, writing the 2 under dot 3 and the 1 above dot 2. 
We thus arrive at the following diagram. 

2 
'''"1' 
1 

1 
1'1<--' 

2 

We now use our standard P(tail) - [p(head) + 5] rule of 
the pattern calculus, where 5 is the integer sitting 
above the arrow head. Thus, the factors in Xt are 

(2.20a) 

where the first factor (P23 - P33 - 2) comes from the sin­
gle arrow in the first set of three dots and the factors 
(P33 - P23 - 1)(p33 - P23) come from the two arrows in the 
second set of three dots. 

We now repeat this procedure for rows 2 and 3 of the 
E-pattern. The diagrams for row 2 are 

2 1 

~i 2~' 

yielding factors 

(P33 - Pl3 - 2)(P13 - P33 - l)(P13 - P33 ). 

The diagrams for row 3 are 

1 

~ 
3 

2413 
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(2.20b) 

yielding factors 

(Pt3 - P23 - 1)(P13 - P23)(PI3 - P23 + 1)(P23 - Pt3 - 3). 
(2.20c) 

The 10 linear factors given by the rules above are 
just the linear factors obtained directly from Eqs. (1. 2) 
and (2.15)0 

All linear factor in the U(3) denominator junction 
(1. 2) are obtained directly from the reduced E-pattern 
by this rule. The proof is by direct verification. 

Observe how nicely this new rule contains both the 
extremal denominator rule2 and the pattern-on-pattern 
rule4 as special cases. 

The denominator function (1. 2) now takes the form 

D([ 6.t 6.2 6.3 ])([ m ]) 
[p q 0] 

_ [[1 ~=l (6.i - AI - N,)! (q - AI - N,) ! ] 
- q!(P-q)![(q- At- A2- A3)!]2 

1/2 

[ 
I product of linear factors I ] t /2 

X Gq-At-A2-A3 (E; x) , 
(2.21) 

where the product of linear factors is given by the rule 
described above and E is the reduced pattern (2.15). 

In our discussion of Gq(E;x), we have chosen to 
define the ~-values as arbitrary (not necessarily inte­
ger-valued) so that one may consider the Gq functions 
as a continuous function of the 6.'s extending the mean­
ing beyond the integer valued ~'s that alone are mean­
ingful for U(3). This allows one to consider the six 
triangles of zeroes in general position in the Mobius 
plane, and to continuously vary this position. Thus, 
as the triangles are allowed to continuously approach 
the center of symmetry, when the triangles get too 
close we have the phenomenon illustrated by the motivat­
ing example, G3 (352; x): Quite suddenly the form of the 
function changes and lines Of zeroes appear. The ap­
pearance of these lines implies that a restriction has 
occurred in the reduction of the U(3) direct product­
this information being contained implicitly in the 
denominator function and in G. itself. In such a way the 
purely group theoretic aspects of the tensor operator 
problem are contained in the remarkable algebraic 
properties of the associated junctions. 

These interpretive concepts will be extended consid­
erably when the full set of denominator functions is ob­
tained in the second part of the present work. 

3. A CLASS OF ZERO U(3) RACAH FUNCTIONS 

It is our purpose in this section to develop further the 
relationShip between the denominator functions (of pro­
jective operators) and the Racah functions, confining 
our attention to U(3). 

A. Zero projective operators12 

Let us recall that the canonical splitting conditions6 

imply the following zero projective operators: 

(3. 1a) 
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for all y which satisfy 

p>--y>--p-k+2. 

The index k in Eq. (3. la) takes on the values k 

(3.Ib) 

= 2, ... ,/J1, where the /J1 distinct operator patterns 
(r1), (r2), ... , (r/J1) all have the same A-pattern, 
[AI A2 A3]' /J1 is the multiplicity of this A-pattern in 
[pqrl, and it may be given the form: 

/J1={(oq-r+l)-(Al+ A2+ A3) forp>--Aj>--r (3.2) 
otherwise, 

as discussed in Sec. 2. 

Equation (3. Ia) by no means enumerates all of the 
proj ective operators which are zero; this fact is im­
mediately evident from examining the explicit results 
for the 27-plet operator given by Castilho-Alcants, 
et al. 11 

The zeroes given by Eq. (3. 1) do, however, uniquely 
determine (up to phases) the U(3) Wigner (and, hence, 
Racah) coeffiCients; it follows that all other zeroes are, 
in principle, derivable. It is useful for our purpose 
(deriving zero Racah invariant operators) to extend the 
class of zero operators considerably beyond those de­
fining the canonical splitting, Eq. (3.1). 

In particular, we seek to prove that the following pro­
jective operators are the zero operator: 

lP 0 (:') ~ lo (3.3a) 

for all indices k = 2,3, ... ,/J1 and all lexical patterns 
(" /) which satisfy the inequality 

0' >-- y>-- (3 + (p- k - r+ 2). (3.3b) 

If we let (m) and (m'),,+B,Y denote the Gel'fand patterns 

(3.4a) 

and 

(

m13 + Al m23 + A2 m33 + A3) 
(m'),,+~,y= m12+Y m22 +0'+(3-y , 

ml1+ 6 
(3.4b) 

respectively, then the proof of Eq. (3.3) is equivalent to 
proving that the following Wigner coefficients are zero 
for arbitrary lexical labels m13>-- m12 >-- m23>-- m22 >-- m33: 

j(m»=O (3.4c) 

for all 0', (3, y which satisfy Eq. (3.3b) and for all lexical 
6. 

The starting point of the proof is the canonical U(3) 
splitting conditions6 in the form: 

~ (rk») 
«m')p+T,yj Pp q rr j(m»=O 

6 

(3.5a) 
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for k ~ 2 and 

p>--r>--p-k+2. (3.5b) 

We will prove that the more general property expressed 
by Eqs. (3,4) and (3.3) follows from Eqs. (3.5). 

The proof is by induction. We consider that k is 
specified (fixed), and let N denote an integer such that 
0", N'" k - 2. We assume thaI Eqs. (3.4) hane been 
proved for all 0' and (3 which satisfy 

0' - (3)-- p -r- N, 

and for all y which satisfy Eq. (3.3b) (induction 
hypothesis). We will prove that this assumption im­
plies that Eqs. (3.4) are true for all 0' and (3 which 
satisfy 

a-(3)--p-r-N-I 

ana for all y which satisfy Eq. (3.3b) induction 
closes the induction loop on N, and since Eqs. (3.4) are 
true for N = 0, they are true for N = 0,1, ... ,k - 2, that 
is, for all lexical a, (3, y which satisfy Eqs. (3.3b). 

We first prove that the induction hypothesis implies 
the validity of the following two equations for all a, (3 
which satisfy a - (3? P - r - N: 

(3.6a) 

for 

(3.6b) 

(3.7a) 

for 

(3.7b) 

To prove these results, consider the expansion of Eq. 
(3.6a) obtained by writing the commutator in the form 

(3.8) 

We evaluate the matrix element of the first term by let­
ting E~2=E23 act on the final state vector I (m')".S-l.y); 
we evaluate the matrix element of the second term by 
letting E32 act on I (m». The result of this calculation is: 
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where # denotes numbers which are known matrix ele­
ments of E 23 and E 32 , the detailed form being unim­
portant, and where the notation for the last two matrix 
elements designates that the labels m12 and m22 are to 
be replaced by m12 - 1 and m22 -1, respectively. The 
right-hand side of Eq. (3.9) is zero for all Ct, (3 
satisfying a - (3 ~ p - r - N and all y satisfying Eq. 
(3.6b), this conclusion being a consequence of the in­
duction hypothesis. Thus, we have proved that the in­
duction hypothesis implies Eqs. (3.6). 

Equations (3. 7) are Similarly implied by the induction 
hypothesis. 

The next step in the proof is to use the tensor opera­
tor property 

[E'" ~ . (:') ~)] = (i) ~ • _ 1 (:') ~ ) 

(

r k
) ) 

+(#) P Ct q (3-1 r (3.10) 

15 

in Eq. (3.6a). Substituting this relation into Eq. (3. 6a) 
and noting that the matrix element of the second opera­
tor on the right-hand side of Eq. (3.10) is zero by the 
induction hypothesis, we obtain 

/t (r
k») 

«(m·) .... ,.,1 '\ • -1 : ~ r I (m)) = ° (3.11) 

for all Ct, (3, y which satisfy Ct - (3 ~ p - r - Nand Ct - 1 
~y~(3+(p-k-r+2). Similarly, from Eq. (3.7), we 
obtain 

(3. 12) 

for all a, (3, y which satisfy a - (3~ p - r- N and a ~ y 
~ (3+1 + (p - k - r+2). 

The two results, Eqs. (3.11) and (3.12), extend the 
induction hypothesis for N to N + 1, and complete the 
proof of the general validity of Eqs. (3.4) for all lexical 
patterns ("'/) which satisfy Eq. (3.3b). This result, in 
turn, implies the zero projective operators described 
by Eqs. (3.3). 

Thus, we have shown that the following projective 
operators are zero: 
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for all a, (3, and y which satisfy 

()I~y~(3+(p-k-r+2). 

(3. 13a) 

(3. 13b) 

We may now Hermitian conjugate the operators (3.13) 
and make an appropriate re-identification of labels to 
prove that r · (:') ~ 10 (3.14.) 

for all Ct, (3, y which satisfy 

()I - (p - k - r + 2) ~ y ~ 8. (3. 14b) 

While we have no proof that these two results [Eqs. 
(3.13) and (3.14)] exhaust all cases of zero projective 
operators, they do account for those cases which are 
presently known from direct calculation. 

B. Application to Racah invariants13 

The zeroes identified above imply that a class of 
Racah operators are zero. We shall now prove that the 
following class of Racah invariant operators are the 
zero operator12: 

j([M]+[A(A)]) ~~}]\([M])l",o (3. 15a) 
(rn \\rj») (rj) ~ 

for all indices i, j, k which satisfy 

i +j - k ~ [Mh - A1 (A)] - [Mh - A3(A)] + 2, (3. 15b) 

where the integers i, j, k must also be in the intervals 
1 '" i '" 1iJ, 1'" j '" IiJ I, 1 '" k '" 1iJ", where IiJ is the multi­
plicity of A'= A(rj) in [M], etc. 

This result is a direct consequence of the coupling 
law for projective operators and the zeroes established 
in Eqs. (3.13) and (3.14). 

To prove Eqs. (3.15), consider the coupling law for 
projective operators3: 

~ ~(A») ] [(r;)~~rj)J ~ ([M] + [A(A)]) [M'] ([M]) [M'] [M] 
'Y,'Y (y") (y/) (y) (y') (y) 

liJ"j ~(A)~!~ (r") ~ '= L! ([M]+[A(A)]) [M'l ([M]) [M]+tA(A)] . 
k-1 (r~) [rj] (rj) (y") 

(3. 16) 

In this coupling law, we now choose the operator pattern 

( " ") (y") '= Y12 "Y22 
Yu 

(3. 17a) 

such that 

Y12 ~ Y11 ~Y22 +Mj3 - M33 +M13 - Mh- i - j +3. (3. 17b) 

This choice of (Y") has the effect of restricting the 
summation over (y) and (y/) on the left-hand side of Eq. 
(3. 16) such that either 
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1'12 ~ I'll ~. 1'22 + (M13 - M33 - i + 2) (3. 18a) 

or 

1'12 ~ yfl ~ 1'22 + (Mb - Mh - j + 2). (3.1Sb) 

or both. [The left-hand sides of the inequalities stated 
in Eqs. (3. 17b) and (3.18) are, of course, just the be­
tweenness conditions, and could have been omitted, 
since they are always implicit. ] Equations (3.18), in 
turn, imply that the left-hand side of Eq. (3.16) is 
zero for all (1''') patterns satisfying Eq. (3. 17b), this 
conclusion following from the fact that one or the other 
(or both) of the projective operators on the left-hand 
side is zero (the result just proven above). 

The proof that the choice given by Eqs. (3.17) forces 
the summation patterns (1') and (1") into the intervals 
given by Eqs. (3. 18a) and (3. 18b), respectively, may 
be given in the following manner. Because I'll + yh = Yt't> 
it follows from Eq. (3. 17b) that I'll + I'll ~ 1'22 + M13 - M33 
+ Mb - Mb - i - j + 3. Therefore, if we put 

(3. 19a) 

and 

I'll = 1'22 + Mh - M33 - j + 2 + A', (3. 19b) 

then A and A' satisfy A + A' ~ 1'22 - 1'22 - 1':22 - 1. However, 
in the square-bracket invariant appearing in the left­
hand Side in Eq. (3.16), it is necessary that [1'12 1'2'2] be 
contained in the U(2) direct product [1'12 yh] ><[1'12 1'22], 
and this condition requires 1'22 ~ 1'22 + 1'22. Thus, we find 
,\ + ,\' ~ - 1, which implies that at least one of the in­
tegers'\, '\' is nonnegative. Hence, the choice of (1''') 
given by Eq. (3. 17b) forces at least one of the patterns 
(1'), (1") into the range of values where the correspond­
ing projective operator is zero. 

We next note from the result for the zero projective 
operators that for a given lower pattern (Ol /) the opera­
tors which are zero are those of index k satisfying 
k ~ (p - r + 2) - (I' - (3). Thus, the summation on the 
right-hand side of Eq. (3.16) is over k == 1,2, ... , 
[M13 + A1(AJl- (M33 + A3(A)] + 1- (1'11- 1'22)' If we put 

(3.20a) 

then as ko runs over the values 

ko = 1,2, ... ,i + j - 2 - [Mis - A1(A) 1- [A3(A) - M~3], 

(3.20b) 

all lexical values of I'll, 1'22 which satisfy Eq. (3.17b) 
are enumerated. [For each difference (3. 20a) corre­
sponding to the values ko given by (3. 20b), there exists 
at least one value of 1'12 giving a lexical pattern-note 
that ko = 1 yields the largest possible difference 1'1'1 - '}I2'2 
and forces '}I12 =M13 + A1(A).] 

We have thus proved: 

~ ~([Ml + A{AJ\([~:]\([M] \l'[[M] :~~{A)~ = 0 (3.21) 
k_

11 (r~) J (rJ)} (rl»)~ ('}I") J 
for all ko in the range given by Eq. (3.20b), where the 
difference I'll - ')/22 is given by Eq. (3.20a). Let us also 
note that it is necessary to have 

(3.22) 
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in order that there be at least one term in Eq. (3.21). 

In Eq. (3.21), we now set '}I1'2 = M 13 + Al (A), 1'2'2 = M33 

+ A3(A), and '}I11 = M13 + Al (A) - k + 1, noting that the pro­
jective functions having these lower labels are nonzero14 

operators for each k = 1,2, ... ,!11". We now choose 
ko = 1,2, ... , in turn, to establish the result, Eqs. 
(3.15). 

C. Interpretation 

Let us summarize. By rather lengthy detailed argu­
ments-which are technically straightforward-we have 
suceeded in parts A and B, above, in deriving the fact 
that a certain class of Racah functions has the value 
zero. The importance of this result for tensor opera­
tor structures is that it defines the boundary for the 
nonvanishing Racah operators. {We shall demonstrate 
subsequently that the Racah operators on the boundary­
one step away from the zero operators, i. e., those for 
which 

(3.23) 

do not vanish identically. } It will be shown that the 
Racah invariants on the boundary having A = (max), are 
the ratios of denominator functions. Combined with 
the determination (in the second part of this paper) of 
all denominator functions, this will lead to a determina­
tion of a class of boundary Racah invariants. 

It is helpful at this point to recall the analogous 
situation in regard to the U(2) Racah functions. For the 
U(2) Racah invariants, the boundary functions were 
always monomials; and these monomials were ratios of 
U(2) denominator functions (products of linear factors. ) 
[Boundary U(2) Racah function have one or more of the 
four angular momentum triangles reduced to a line: 
j 1 + h = is is valid numerically and not just vectorially. 1 
In particular, however, the fundamental U(2) Racah 
coefficient (spin t) has only boundary values; for this 
case, knowledge of U(2) denominators is definitive. 

Knowledge of the fundamental Racah invariants suf­
fices to determine (recursively) all Racah invariants. 
Thus-because of the simplicity that fundamental U(2) 
Racah functions are all on the boundary-the determina­
tion of all U(2) Racah functions is particularly simple. 

The surprising difficulty underlying the U(3) Racah 
functions stems from the fact that not all fundamental 
Racah invariants lie on the boundary, in fact, almost 
all do not. It is this extra degree of freedom (which, it 
should be noted, explicitly denies the possibility Of a 
subgroup constraint) that accounts for the difficulty in­
herent to the U(3) problem. 

Nevertheless, our construction of the zero Racah 
invariants for U(3) does lead to important conclusions, 
as we illustrate in the next section. 

4. THE FORM OF CERTAIN BOUNDARY RACAH 
INVARIANTS 

Having discovered a class of zero Racah invariants, 
we next consider the class of Racah functions having 
indices i, j, k in the left-hand side of Eq. (3. 15b) such 
that we are one unit off from the zero operator, i. e. , 
those for which the indices i, .i, k satisfy 
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(4.1a) 

We call the Racah invariants (3. 15a) of this type bound­
ary Racah invariants. 

In Eq. (3.16), we choose the entries Yl'l and Y22 in the 
(y") pattern such that 

yj'c Y22 = M13 - M33 + M13 - Mh - i - j + 2. (4.1b) 

In consequence of the zero projective operators (3.3) 
and the zero Racah operators (3.15), the right-hand 
side of Eq. (3.16) reduces to the single term having 
indices i, j, and k satisfying Eq. (4.1a). In the left­
hand side, the choice of indices (4. Ib) forces Yll and 
Yl1 to the values 

Yll = Y22 + 11.113 - ]1133 - i + 1, 

Yfl =yh+ Mi3- Mb-j +1. 

Thus, we obtain 

(4.1c) 

(4. Id) 

(4.2) 

for the specific choice of labels given by Eqs. (4.1a)­
(4.1d), where the summation on the left-hand side is 
over all lexical values such that Y12 + Yl2 = Y1'2 and Y22 + yh 
=Y2'2' The choice of labels (4. 1b) has the effect of isolat­
ing the Racah invariant operator having the smallest 
index k [for given i, j, [M /], (A)] for which the operator 
is not zero. 

Equation (4.2) is a formula for obtaining particular 
Racah coefficients when certain projective coefficients 
are known. 

Let us illustrate the use of Eq. (4.2) by specializing 
it still further. We take (A) = (max) and choose Yl'l 

=Y;'2 =M13 +M13 . This forces the left-hand side to the 
single term in which Yll = Y12 = M 13 and Yfl = yb = Mb. 
The equation reduces to 

[

113 ~~:),M3sl (Ml~ J123 M33) 
M 13 Y22 J113 Y22 

M 13 

X[MI3 :~j:, M13] ['1.113 ,~i: M33l 
JI.113 Y22 ;\;113 Y22 

Mb M13 

J([M]+[M/l)(~~,'?)([M]) l 
(r;'.i-l) (rf) (ri ) 

r 
(ri'.i_l) 1 

x MI3+ MbMn+M23M33+ Mh (4.3a) 
M13 + Mf3 Y22 + yh ' 

MI3+ Mb 
in which 

Y22=M33+ i - 1, y22=Mh+j-1. (4.3b) 

It is useful at this point to discuss the explicit pat-
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terns to be associated with the null space ordering. We 
have assigned the label r 1 to that operator in a given 
multiplicity set, having largest null space. Since the 
null spaces are Simply ordered, r 2 has the next largest 
null space, etc., down to r!l1' the operator having the 
minimal null space. 

In Ref. 4II we have shown explicitly for the r 1 opera­
tor that the limit properties uniquely assign to this 
operator a stretched pattern, that is, a pattern tied in 
one or both of the following ways. 

It is the great advantage of the step functions AI that 
these patterns can be given a comprehensive form. 
Letting ~(r)'=[~l ~2 ~3l, we find for the stretched r 1 
pattern: 

(
p q r) ( p q r) 

(r1) = ~1+~2-A3-r A3+ r , (4.4a) 
~1 

where A3 is given by Eq. (2. 14). 

We extend this ordering now to the full multiplicity 
set, and assign to the operator labelled by r k the ex­
plicit pattern 

~ p q r ~ 
(
p q r) = ~1 + ~2 - A3 - k - r + 1 A3 + k + r -1 . 

(rk) ~1 

(4.4b) 

For preciseness, let us note that this step is not ob­
vious, and requires proof. We anticipate this proof 
(which will be accomplished by examination of the ex­
plicitly constructed operators). It is useful to anticipate 
this result in order to unify the notation. 

The structural content of Eq. (4.3) may be sum­
marized by the statement: Except for normalization, 
projective operators Of the type 

r 
(rk) l 

Pp q r+k_1
r 

(4. 5) 

p 

multiply by addition of their corresponding patterns. 
While Eq. (4.3) is the proof of this result, it could have 
been anticipated from the properties of the arrow pat­
terns associated with operators of the type (4. 5). 

To see this, consider the restricted arrow pattern 
for the operator (4. 5). 

~1 ~2 ~3 

~. 
'------" . 
p r+k-1 

(4.6) 

In this arrow pattern there are p - ~I arrows going from 
point 1 in row 2 to point i in row 3, ~I - r - k + 1 arrows 
going from point i in row 3 to point 2 in row 2, and 
p - r - k + 1 arrows going from point 1 to point 2 in row 
2. (For k = 1, 2, ... ,!l1 it is always true that ~I;" r + k - 1, 
where!l1 is the multiplicity of [~].) 

We next observe that the arrow pattern retains the 
same form (4.6) for arbitrary [p q r] (the number of 
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arrows changes, but not the direction). This, in turn, 
means there are no opposing arrows in the restricted 
arrow patterns for the two operators on the left- hand 
side of Eq. (4.3a). Indeed, we may attribute the addi­
tive property of the two operator patterns to the 
geometrical property of no opposing arrows. 

We can extract still further information from Eq. 
(4.3a). Assume that the values of the operator (4. 5) on 
arbitrary U(3) irrep labels [m 1 = [m13 m23 maa] and 
arbitrary U(2) irrep labels [mIl = [m 12 m22J are of the 
form 

[ 

(rk) l p q r ([mJ ) 
p r+k-1 [m/J 

p 

where FR denotes the restricted pattern calculus factor 
described in Ref. 41, and denominator function 

D( (rk ) ) ([mJ) 
[p q rJ 

is, as yet, unknown, but will be given in the second 
paper. 

(4.8) 

We can give a straightforward constructive proof of 
Eq. (4.7), using Eq. (4.3). First of all, let us note 
that the projective function occurring in Eq. (4.3a) is 
a special case of a result given by Eq. (62) of Ref. 2. 
Its value is 

(4.9) 

We next particularize Eq. (4. 3a) to the following case: 

r 
000 1(q-r-1)1/2l (r

i
_
1

) 1 1 0 -1 . 2 p-1 q r+1 
1 0 .z- p-1 r+i-1 

1 p-1 

. . (q_r)1/2t (~i) rJ 
= (Racah mvanant) i-I P r +i -1 . 

P 

(4. lOa) 

The [10 - 1] projective function in this result is given 
byl,a 
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l<: :-lJ 
(

[0 0 Ol)V ( 0 ) =-FR [1 O. -1] D 0 a 
[1 0] 1 0 - 1 

where 
(4. lOb) 

(4.10c) 

in which G1(111;x) is a special case of the functions 
studied in I and II of Ref. 4: 

G1 (111 ;x) =xI +x~ +x~ - 6. (4. lad) 

In the next step, we iterate Eq. (4. lOa) in p, r, and i, 
multiplying by the appropriate Racah invariant at each 
step of the iteration. The result is 

gt p (:') ,>'-1 j o(;=r't ~:: -T' 
xt- i + 1 (~1) Y+i-1J 

p-i+1 Y+i-1 ' 
p- i +1 

(4. 11) 
where!J denotes a string of i - 1 Racah invariants, and 
the relationship is valid for all i = 1, 2, ... ,iI1 (for i = 1 
both sides are identically the same). Observe that the 
(r1) operator appearing in the right-hand side of Eq. 
(4.11) is the "stretched" case studied in 1 and II of 
Ref. 4. It has already been proved to have the form 
(4.7). USing this result and Eq. (4.11), and notiCing 
that there are no opposing arrows in the restricted 
arrow patterns for the operators appearing in the right­
hand side, we immediately establish the validity of the 
general form (4.7) for all k = 1, 2, ... ,/11. 

The phase in Eq. (4.7) is fixed by the phase of the 
operators appearing in the right-hand side of Eq. (4.11), 
since each of the Racah invariants appearing ing is of 
the type 

I (p q Y)( (m;x) -) (P -1 q Y + 1) l' 
(ri ) 0 0 (ri _l ) 

o 
and has phase (+ 1). The phase of the right-hand side is 
given by (- l)i-l(_l)p-i+l-,o.t = (- l)P-,o.l. 

We may now go one step further and substitute the 
structural form (4.7) back into Eq. (4. 3a) to obtain the 
following form for the boundary Racah functions having 

lJ\(=[:~:;~II1) ((~;:]»)( [}vIl) (([m 1 + [~n]) 
(r;'+j_l) [r~l (rj ) ~ 

D (ri'+j_t) )([mJ) 
_ M + [,'\11'] (4.12) 
- [ ((rJ») ((r.»)] . 

D [M'] D\([;\;]) ([mJ) 
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Equations (4.7) and (4.12) generalize, in form, the 
results given in I of Ref. 4 for "stretched" patterns. 
We emphasize, however, that the typical denominator 
function appearing in Eqs. (4. 7). and (4. 12) are as yet 
unknown-except for the stretched case k = 1. In the 
next section, using a special technique, we will deter­
mine yet anothe r one of these denominator functions, 
leaving to the second paper the difficult task of deter­
mining the general denominator function. 

Equation (4.2) has a number of other interesting 
specializations, leading to a variety of results, all 
explicit except for the unknown denominator functions 
[e. g., choose A = (max), Y12 =M13 + Mfa and Y2'2 =M33 
+ M~3]' We will not present these results, since the 
most important problem at hand is the determination of 
the denominator functions themselves as illustrated by 
Eqs. (4.7) and (4. 12). 

6. THE DENOMINATOR FUNCTION FOR THE 
MINIMAL NULL SPACE TENSOR OPERATORS 

In I of Ref. 4, we developed special methods for 
evaluating the "stretched" (maximal null space) de­
nominator function, which we denote now by the more 
explicit functional notation 

(5.1a) 

{The symbols express the fact that the denominator 
function D indexed by the stretched operator pattern r t 
of the tensor operator with irrep labels [M] has the 
U(3) Young pattern [m] as its argument.} In this sec­
tion, we will give a special technique for obtaining the 
minimal null space denominator function, denoted by 

D( T~D ([m]). (5.1b) 

[Here the rj}j denotes the minimal null space operator 
pattern rj}j associated with the multiplicity set having 
the common shift A(rj}j) = A(r 1) = (AI A2 A3)' ] 

The technique we will use for this determination is 
one of systematically generalizing special cases which 
are relatively easy to calculate. A completely different 
-and far more comprehensive (but difficult)-technique 
will be used in the second part of the present paper, to , 

obtain the general denominator function, but we feel that 
alternative techniques are of interest in their own right, 
as helpful illustrations of the interconnections existing 
in the subject. 

Let us begin then by considering the special case of 
self-conjugate tensor operators; these have the irrep 
labels [2k k 0] in SU(3), or more suggestively in U(3), 
[k 0 - k]. [This is less of a special case than it appears 
to be at first glance, Since, in a very real sense, 
knowledge of all self-conjugate operators in SU(3) would 
be tantamount to knowledge of all SU(3) tensor opera­
tors-but the necessary constructions are not yet fully 
explicit. ] 

Consider then the minimal null space tensor opera­
tor, r j}j = (000) (j}j == k + 1), 

~ : : : -) (5.2) 

having t..(rk+1) =[0 0 0]. For k==1, these operators are 
the U(3) octet of generators (normalized); for k==2, 
they are the 27-plet of operators calculated explicitly in 
Ref. 11. 

Observe that because of the canonical splitting condi­
tions the projective operators obey the result [cf. Eqs. 
(3.13) and (3.14)] 

[
k 0: 0 -j*o onlyfory=O. (5.3) 

k - k 

Y 
This fact enables us to "promote" the projective opera­
tor to a genuine Wigner operator, 1. e. , 

~ O: O_~=tO: 0-J1kO-k\ (5.4) 
k -k k -k '\ Y I 

Y 0 
since the sum becomes, by (5.3), but a single term. 

Furthermore, we have the following very simple 
coupling law: 

( 
0: 0 _~ ~ 0: 0 _~ =) (k + 1 0 _ k _ ~ ( 1 : 0 _ ~ (k 0 _ k ~(+ 1 0 : 0 _ k _) . 
1 -1 k -k 0 0 0 0 0 0 k+1 -k-1 

1 k 0 0 0 k+1 

This result is an immediate consequence of the prop­
erties of the Racah invariants for minimal null space 
patterns developed in Sec. 3. Since the Racah operator 
appearing in Eq. (5.5) is a U(3) invariant, we may 
iterate Eq. (5.5) to obtain the formal result: 

~ 0: 0 -1=[U(3) invariant]X~O : 0 _)', (5.6) 
k -k 1 -1 

k 1 
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(5.5) 

iwhere the superscript k denotes the k-fold product of 
the operator shown. Although the U(3) invariant opera­
tor appearing in this result is, at this stage, unknown, 
Eq. (5.6) clearly does have structural contenL 

We know from Refs. 1 and 3 that the particular opera­
tor appearing in Eq. (5.6) is a normalized generator 
and has the alternative form: 
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(5.7) 

where 12 is a known second rank invariant, and E IZ is 
Weyl's form for this generator in U(3). Combining Eqs. 
(5.6) and (5.7), we obtain the equivalent form 

(5.8) 

where F k is U(3) invariant operator, to be determined 
yet. 

One may give a boson operator realization for these 
(abstract) equations which may be helpful in appreciat­
ing intuitively the content of these results. We have the 
familiar realization: 

which then shows that Eq. (5.8) takes the form: 

~ 0: 0 _j == [function of U (3) invariants only) 
k - k 

k 

(5.7*) 

(5.8*) 

The result expressed in Eq. (5.8) [(5.8*)] is useful in 
that it allows one to determine the operators 

(5.9) 

for all labels Ci, (3, y by uSing the commutation relations 
with the generators, subject only to an (unknown) over­
all normalization. It follows that one method for ob­
taining the invariant factor Fk appearing in Eq. (5.8) is 
to generate the operators (5.9) from(5. 8) and then to 
normalize: 

(5.10) 

where 10 ([ m D = 0 if [m 1 belongs to the null space of the 
operator (5.9), and otherwise [o([m D = 1. Although 
straightforward in prinCiple, this procedure is extreme­
ly laborious in practice. 

There exists a second, more practical, method for 
obtaining the factor F k , and hence the desired denomina-
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tor function. This is a technique used frequently in 
quantum mechanics prior to the development of angular 
momentum theory-the method of multiPlet a1Jeraginjf. 
Let us apply this method to the operator 

~ 0 : 0 -1' (5.11) 
k -k 

o 
where, for greatest convenience, we have chosen y = 0 
so that the operator is diagonal. [This point can be 
demonstrated by the fact that k commutations of E21 =J_ 
with Eq. (5.8), noting that E12=J., show that the opera­
tor (5. 11) is a polynomial in J 2 = J.(J, + 1) + JJ+ and J, 

= (Ell - E 22)/2. J 

The multiplet averaging method gives the relation 

~\a:~~: : ~~J IO:~ 
= d~mens~on of multiplet 1 ((m 1) = [_ XIX X /2(k + 1)3] I ([m D. 

dlmenSlOn of operator 0 2 3 0 

(5.12) 

The validity of this relation is established in Appendix B. 

[We can now recognize the importance of the realiza­
tion given by Eq. (5.8/5.8*). Were one to introduce Eq. 
(5.4) into the multiplet sum, Eq. (5.12), the sum over 
mIl would eliminate the U(2) Wigner operator, leaving 
a sum (over the projective operator) which could not be 
carried out (with information at hand). In sharp contrast 
to Eq. (5.4), the result in Eq. (5.8/5.8*) implies 
precisely the additional (m l21 m22 ) information neces­
sary to carry out the complete multiplet sum. These 
pOints are illustrated explicitly below. J 

Substi tution of Eq, (5. 4) (for y = 0) into the multiplet 
sum formula (5.12) yields 

L; (m 12 - m 22 +1) 
m12,m22 

,j fn13m23m3~llk 0 : 0 _. kJ I (m13m23m33)~ 
"\\ m 12m 22 } k _ k m 12 m 22 V 

o 
= [- X1X2X3(2k + 1 )/2(k + 1 )3]Io([m]), (5. 13a) 

where we have utilized the result 

=(m12 -m22 +1)/(2k +1). (5. 13b) 

We now proceed in the following manner: From Eqs. 
(5.4) and (5.8) (sety=k), we have 

(5,14) 
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Taking the (nonzero) matrix element of this result 
yields: 

«m13m23m3~ I f: : ~ -'l 
m 12m 22 ) k k 

o 

We now utilize this result in Eq. (5.13a) to obtain 

F;2([m]) 2: (m12 - m 22 + k + 1) 
m 12 ,m22\ 2k+l 

(5.16) 

where we note that the summation over m 12 , m 22 is such 
that m 13 ?- m12 ?- m 23 ?- m 22 ?- m 33 . Noting that 

(

m12 -m22 +k +1) 3 (Xi +k +1) 
L; =-~, 

"'12' "22 2k + 1 t=l 2k + 3 
(5.17) 

we obtain the following expression for F;([m ])15: 

F~([mJ)= 2(k +l)(k +I)!(k +1)! ±(Xi +k +1), 
Xl X2 X3 1=1 2k + 3 

(5.18) 

where we again recall that Xl = P23 - P33 = m 23 - m33 + 1, 
X 2=P33 -P13 = m33 - m13 - 2, X3=P13 -P23 = m 13 - m 23 + 1. 

It is easily established that xl> x2 , and X3 are factors 
in the sum appearing in Eq. (5.18). Hence, F;<[m J) is 
a polynomial of degree 2k. 

Moreover, because of the complete symmetry in the 
Xi' the fWlCtion F;.2 is hexagonally symmetric in the 
Mobius plane and has a center of symmetry at the 
origin. 

What are the zeroes of the polynomial defined by Eq. 
(5.18)? Let us first show that Xl = 1 yields a line con­
taining 2k zeroeS. Introducing x l =1 into Eq. (5.18), 
and removing x2 = - 1 - X 3 , yields the form 

2 2k![(k+1)P(X3 +k+l) (X3 _1) 
Fk([mJ)= (2k+2)! \ k \ k . (5. 19) 

It is clear from this form that the polynomial F! has 
k zeroes along the line Xl = 1 at X3 = 1,2, ... , k and also 
k zeroes along the line Xl = 1 at x2 = 1,2, ... , k. 

(5. 15) 

Similarly, by direct substitution into the definition 
(5.18), it is easily established that: The polynorrial 
F!([m J) vanishes at each lattice point of the equilateral 
triangle whose (Xl X2X3) vertices are (1, - 2, 1), 
(k, - 1 - k, 1) and (1, - 1 - k, k). 

From the symmetry in Xi' it then follows that there 
are precisely six such triangles of zeroes symmetri­
cally placed about the center of symmetry at the origin. 

The results we have obtained are definitive. For it 
follows from the definition and properties of the 
denominator function Gq(:::;x), as discussed in Sec. 2, 
that the properties established for F!([m j) uniquely 
determine F!([m]) to be a multiple of the Gq function. 
(These defining properties are degree of polynomial, 
symmetry, and location of triangles of zeroes. ) The 
relative normalization is determined from special cases 
and the explicit result is found to be 

2 k + 1 (- 1 - 1 + Xl 

Fk([mj) = (2k+l)! Gk -1 -1 +x2 
-1 -1 +x3 

-I_X) 
-1 - X: . (5.20) 
-1- x3 

The projective function (5.15) is now given explicitly 
by 

(5.21) 

where the Gk in this result has the arguments displayed in Eq. (5.20). 

It is worth noting that these results agree in complete detail with similar results given earlier for the octet and 
27 -plet operators. 

It is interesting to observe that Eq. (5.21) has the following structural form: 

(5.22) 

The numerator in this result is the U(2) denominator function given by the pattern-on-pattern calculus rules4I : 

2421 J. Math. Phys., Vol. 16, No. 12, December 1975 Louck, Lohe, and Biedenharn 2421 



                                                                                                                                    

and the U(3) denominator function is given by Eq. 
(5.20)16: 

(, 
0 J ~ k+l (-1 D. 0 0 ([m]) = (2k + 1)! Gk - 1 

k 0 -k -1 

-1 +x1 

-1 +x2 

-1 +x2 

-1 -X1)~1/2 
-1 -x2 

-1 -X3 
(5.23 ) 

(5.24) 

We now also know from Eq. (4.12) the explicit form of the Racah function appearing in Eq. (5.5); 

D( 000 )([m]) 
+1 0 -k-l ([m ]) 

D(1 0
0

0 \([m]) D( 0
0

0 )([ml) 
\1 0 -I} ~ 0 -k (5.25) 

In view of Eqs. (5.22) and (5.25), it is revealing now to go back and examine the structure of the projective 
operator coupling and examine the structure of the projective operator coupling law corresponding to Eq. (5.5). It 
reads 

(5.26) 

The U(2) Racah function appearing in this result has the values 

(5.27) 

D~ 
Observe how when we substitute Eqs. (5.25) and (5.27) into Eq. (5.26) the denominator functions simply combine 
with the projective functions (5.22) to form unity, so that the coupling law is trivially satisfied. 

There is one further property we wish to note-the limit m 33 - -00 of the Racah functions (5.25). It has been 
conjectured3 that a Racah function always limits to a square-bracket function, and this property has held in each 
instance where it has been tested. 3,411 The present example also validates this limit property: 

lin: _~~(k + 1 0 _ k _ ) ( 1 : 0_) (k 0 - k)\<m13m23m33) 
m33 0 0 0 0 0 0 

o 0 0 

~lt+~ : ~k-l) (: :: -)t 0 : 0 -k) }m"m,,) ~[3(k+2)(k+2)/2(2k+2)(2k+3)1·11. (5.28) 

This result is proved in Appendix A, where we also demonstrate how this limit property is used to assign the 
operator pattern (°00) to the symbol rk+1-a result we have assumed, for convenience, throughout this paper. 

While the results given in Eq. (5.21) do indeed suffice to give the desired denominator function of the special 
class of self-conjugate r;11 operators, it would appear that we are very far from the class of all r;Jj operators. If 
one accepts the idea that Eq. (5.20) establishes the form of the desired general answer, then we can immediately 
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generalize the Go function that appears here by taking the arguments of the function to be in "general position. " 
Explicitly, this is the assertion that for the general denominator the Gk function in Eq. (5.21) is replaced by 

-A3 -A3 -A1 +q-1-x2 -A1 -A3 -A1 +Q-1+x2 • 

- A2 - A2 - A3 +q -1 - Xl -A3 - A2 - A3 +q -1 + Xl) 

- Al - Al - A2 + q - 1 - X3 - A2 - Al - A2 + q - 1 + X3 (5.29) 

The fact that Eq. (5.21) has no linear factors appearing in the denominator can be seen to be a property restricted 
to the special class of operators considered in this equation. For the general r Ih operator, we may reason this 
way. For the maximal null space case, r u we know in detail that the linear factors are read off the reduced E­
pattern by the rule stated (and discussed) in Sec. 2. 

Next let us recall that it is an abstract general property of the null space diagram that the null space of r t 
differs 1

? from that of r t+1 by precisely those six lines which form the boundary of the null space of r t+1' This 
(abstractly proven) fact enables us to determine the linear factors in r t from a knowledge of the linear factors in 
r l' In particular, we may state now the linear factors (multiplying the G-function) in the general r j}j case: The 
linear factors for r Ih are read off the reduced 2-pattern (by the rules of Sec 2) after each entry in the reduced 
'E.-pattern is decreased by the integer -1. [One easily verifies that, for the speCial case represented by Eq. (5.20), 
there are no linear factors.] 

We shall not attempt to validate the argument plaCing Gk in general pOSition, since this properly belongs to the 
systematic discussion of the general r t denominators (which will be given in the next paper). It has been our object 
in the present paper to show,by simpler methods, that the functional form G.(E;x), found for the stretched denomi­
nator function rl> also suffices for the denominator function for the minimal null space rlh denominator as well. 
This is as far as one can go along this line, since the general r t denominator will require generalization of the G. 
function itself. 
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APPENDIX A 

The purpose of this appendix is to demonstrate how specific operator patterns are assigned to the symbols 
r l' r 2' ••• , r Ih by the use of limit properties. 18 

This limit procedure has already been ~sed in Ref. 4Il [ef. Sec. 4D] to assign generally the "stretched" operator 
pattern r 1 given by Eq. (4.4a). It is useful to recall this procedure to illustrate the usefulness of the A-notation 
[cf. Eq. (2.14)1 in unifying results. In terms of the A-notation, Eqs. (5. 6a, b) of Ref. 4n are written as a single 
result: 

G.(A; x) "'(;3) [A11x3 [A2 L'3 [A3l.-X3 [AI + A2 - 2A31. -~3 [X3 - A2 - A3 +q - 1]~~ [X3 + All~3 (- m33)2.-2~3, (AI) 

where", symbolizes the asymptotic form of G.(A; x) for large - m33 • 

Similarly, Eqs. (5. 7a,b) and (5.8a,b) are unified to the single result: 

~ ~ (max) ~ ! 
mlil!l_ ([p q OJ) [p -q 0 OJ ([q q OJ) ([mJ +[Aj) 

33 (r,> (r ') (r ") . 

~ ( 

(max) ~ 
p q 0 [p -q 0 0 [q Q 0] ~ t ~,+., - A, ~,A, ) (r') ((r") )}mu + ~" 

-0 [ (A1 -A3)1(A2-A3)1(p-q-A;;)lPl(q-A)1 
- '-~3,63 (AD1(A~)1(Q - A{')l(q - A~)!(p -A3)1(A

I 
+A2-A3)! 

1/2 

x (X12 + At - A; )(xl2 + A{' - A2 -1) 1 (X 12 + A{' - q -1) 1 (XI? + Ai - A3)11 
(X12 + Al - A:) !(X12 +q - A;) 1 (x l2 - A2 + A3 -1)! J (A2) 

It is this relation which is used to establish the identification, Eq. (4.4a), of the stretched pattern (now denoted by 
r 1)· 
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Let us now illustrate how this limit property is used to assign the minimal null space operator pattern r /J1 := r k+l 

to be 

(k 0 -k) _(k 0 -k) 
(r k+l) - 0 0 . 

o 
(A3) 

If we had not anticipated this answer, the Racah coefficient appearing in the left-hand side of Eq. (5.28) would have 
been written 

in which r k +1 and r k+2 appear as symbols specifying minimal null space operators, but as yet unidentified with 
numerical triangular patterns [the (000) pattern in the middle is already known from Ref. 3 to be the assignment 
induced by limits]. 

The square-bracket function appearing in Eq. (5.28) is also known (from Ref. 3), and it has the value indicated 
in Eq. (5.28). The idea now is to prove directly from Eq. (5.25) [We now replace the Racah operator by the one 
given by Eq. (A4), having unassigned patterns] that the limit of the Racah function (A4) is indeed the numerical 
value given in Eq. (5.28). 

It is straightforward to determine from Eqs. (5.24), (5.20), and (5.18) that 

D{ (rk+1) )(r ])J(k+1)!(k+l)!]1/2(_ )k 

\k 0 -k m -l (2k+1)! m33 
(A5) 

for large - m33 [note that we would be using r k+l in the left-hand side of Eq. (5.24) had we not anticipated the assign­
ment (A3)]. By direct substitution of (A5) into the right-hand side of Eq. (5.25), we find that the limit m 33 - -00 of 
the Racah function (A4) is indeed the value given in Eq. (5.28), i. e., we thus prove: 

(A6) 

We emphasize that the patterns appearing in the square-bracket invariant are not in question-these patterns are 
already understood as U(2) patterns from the definition3 of a square-bracket invariant. We thus induce uniquely the 
pattern assignment (A3), USing the same limit concept which identified the stretched pattern [and which eventually 
will be used to establish the general assignment, Eq. (4.4b)]. 

APPENDIX B 

The purpose of this appendix is to prove the multiplet averaging formula, Eq. (5.12). 

The starting place for the proof is the product law (cf. Eq. (2.43) of Ref. 3] for Wigner operators, the following 
product being a special application of the general law: 
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-k] +[A(A)]\~(~) -,(k 0 _k~k 0 
(r) J 0 0 0 0 

o 0 

(r) ~ - k] + [A(A)] , 
(M) 

(Bl) 

where we note that for each lexical pattern (A) the sum is over those lexical patterns (r) such that 

,,~k 0 -kJ(;~(A) ~[OOOJ. (B2) (B2) 

We now take the diagonal matrix element of Eq. 
summing over all lexical patterns 

(Bl) between Gel'fand states having labels given by Eq. (3.4a), 

(m) =(m12 m2~. (B3) 
mll J 

We next observe that the trace of any tensor operator mapping of the irrep space [m13 m23 m33 ] into itself (any tensor 
operator having A = [0 0 0» is zero unless the operator is the identity mapping, i. e., unless [k 0 - k] + A(A) = [0 0 0] 
and (M) = (r) = (°0°) in the summation on the right-hand side of Eq. (Bl). For this term, the summation over the 
U(2) labels (B3) gives the dimension, D([m]), of the irrep [m]. Thus, we obtain 

f2,~:l)I~:: :110:~' ~(~ 0 : 0 0)1 (: :~~) It k : _;k)) 

X k < 0 0) ~ : :~~~ ~ < 0 -,} ([m])O([mJ). 
(B4) 

It remains to evaluate the Wigner and Racah coefficients in Eq. (B4). The Wigner coefficient may be evaluated 
from the pattern calculus rules, and its value is W(k 0 - k) ]-1/ 2. The Racah coeffiCient has the value 
Io([m])[D(k 0 _k)]-1/2 (this result is proved below), so that the right-hand side of Eq. (B4) is 

[D([mJ)/D(k 0 -k)]Io([mj), (B5) 

as stated in the multiplet sum rule, Eq. (5.12). 

We still must prove that the Racah coefficient occurring in Eq. (B4) has the value Io([mJ) [D(k 0 _k)]-1/2. One 
method of showing this result is to appeal directly to the definition of Racah operators in terms of Wigner opera­
tors, given by Eq. (2.46) of Ref. 3. For the case at hand, we obtain 

o -k 0 0 0 0 -k k 0 -k 0 0 0 0 ~ -k ) ~ -k ) ~~ 0 ~ ~ 0 1 k 0: 0 0) k 0 : 0 -k to: 0 -k)\ ~~(~ 000) k~) -k (M) ) k ~)-k k (~) -k . (B6) 

The right-hand side of this result may now be Simplified by using the Hermitian conjugation properties expressed 
by 

(B7a) 

(B7b) 

where cp(M)=M12 +M22 +Mll and ,0 is the dimension operator. The first result, Eq. (B7a), may be proved by in­
duction, using the proven relation for the fundamental Wigner operators [cf. Eq. (4. 7) of Ref. 3]; the second result 
Eq. (B7b), may be proved from the generator realization of these tensor operators [ef. Eq. (5.8)J. We omit the 
details of these proofs. 
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Equation (B7a) is now used to evaluate the Wigner coefficient appearing in Eq. (B6): 

~o>O) ~2~) (k(~)_~ (B8) 

Operating on the state vector 

l[m
1) 

(m) 

with Eq. (B6), uSing at the same time the results of Eqs. (B7b) and (B8), we obtain 

(B9) 

Note added in proof: It is the norm of an operator which determines its null space and not its normalization, the 
latter being the significance of a denominator function. However, in the canonical splitting, the norm Nr and the 
denominator Dr are related by Nr([m]) =Dr([m]) [D([m J + [~)/D([m]) )1/2, where D is the dimension operator. Thus, 
in making statements about the null space, we ignore the factor [D'([m) +[~D1-1/2 occurring in Eq. (1.2) and the 
factor W'([m))]1/2 which occurs as a factor in the product over i <j. Since the factor D'([m])=D([mJ)/l 121··· ('7 -1)1 
does not vanish in the lexical region (Xl ~ I, X 2 ~ - 2, X3 ~ 1) of the intertwining number-null space diagram, this 
statement is technically correct. We have added this remark to avoid any possible confusion on this point. 
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The propagation of operator averages, which is the basis of French's spectral distribution method, is 
reformulated in the framework of group theory. The concept of complementary groups is extensively used. 
It is shown that the possibility of propagating averages is intimately connected with the absence of state 
labeling problem. The construction of the propagation operators is examined, and for those cases where it 
is not trivial, a new way of approach is suggested by establishing a link with recent group theoretical 
advance in the construction of subgroup invariants in the universal covering algebra of a group. Finally the 
discussion is illustrated by some examples taken, or not, from current literature. 

1. INTRODUCTION 

During the last few years, the spectral distribution 
method mainly developed by French and coworkers l

- 3 

has proved quite useful in nuclear spectroscopy. Its 
use has been based on the possibility of propagating the 
operator averages, defined in given subspaces of the 
fixed number of particles spaces, from low to high 
values of the number of particles (or holes). Although 
it has been obviOUS from the beginning that this proce­
dure was intimately connected with group theory, the 
preCise relationship has not been clearly understood up 
to now. 

In this paper we shall reformulate the average prop­
agation in the framework of group theory. For this pur­
pose, the concept of complementary groups, introduced 
previously by Moshinsky and Quesne,4 turns out to be 
useful and for this reason is briefly reviewed in Sec. 2. 

Section 3 is devoted to the discussion of the average 
propagation in the light of the concepts just introduced. 
We show the existence of close connections between 
some difficulties encountered in the propagation process 
and classical problems of group theory, such as those 
coming from the use of noncanonical chains of subgroups. 
In particular we stress the usefulness of the construction 
of an integrity basis for the subgroup invariants in the 
enveloping algebra of a group when there is a state 
labeling problem in the group to subgroup reduction. 
This establishes a link between an interesting group 
theoretical problem, whose solution was formulated re­
cently in general terms, 5 and some physical applications. 

Finally, in Sec. 4, we illustrate the general discussion 
by some examples taken from the current physical 
literature or corresponding to new averaging processes. 

2. NONINVARIANCE GROUPS AND COMPLEMENTARY 
SUBGROUPS 

In the second quantized picture, fermions are rep­
resented by creation and annihilation operators, b: and 
be< respectively, wher~ a denotes all the quantum num­
bers specifying the one-particle states. In the case of 
nucleons in a central field, a stands for nljm or nlm\mS 
for identical nucleons, and nljmm t or nlm\m.mt for neu­
trons and protons in the isospin formalism. All n-parti­
cle states can be written as linear combinations of the 
states 
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I a l a2 '" a,.) = b:
1
b:

2 
••• b:.1 0), a l < a2 < ••• < an' (2.1) 

where I 0) is the vacuum state. 

When the number of one-particle states is finite and 
equal to N (so that 0 <;; n <;; NJ, it is well known4 ,6 that the 
largest noninvariance group that can be built is the group 
U(2N), the generators of whose Lie algebra C~i~~:::~~' 
can transform any state (2. 1) into any other one, n 

(2.2) 

This group was called supergroup by Judd. 6 It is clear 
from Eq. (2.2) that all n-particle states, O<;;n<;;N, be­
long to the irreducible representation (IR) [1] of U(2N), 

The supergroup contains a smaller noninvariance 
group O+(2N + 1), the generators of whose Lie algebra 
are the one-particle creation and annihilation operators, 
and their commutators. 7 All n-particle states, O<;;n<;;N, 
belong to the Single IR [tt\] of this group. The group 
O+(2N + 1) contains all the symmetry groups, the uni­
tary group UW), and its subgroups. 

In general we are concerned with a chain of groups 

U(2 N ):::lO+(2N + 1):::l U(N):::l G, 

[1] [tN] [1"] A 
(2.3) 

below each one of which we give the corresponding IR 
to which the states belong. The n-particle states can be 
written as 

I nqJAj.J.) = P,,"'A~ 10), (2.4) 

Where j.J. characterizes the row of the IR A of G, qJ dis­
tinguishes between the various equivalent IR's A of G 
contained in the IR [In] of U(N), and P n"'A~ is an ap­
propriate linear combination of products of n creation 
operators b:. The generators of U(2N) can be rewritten 
in the basis (2.4) as C~",~:A'~' and are characterized by 
the property 

cn'''''A'~'1 " "A" If) " "" I) n"'A~ n qJ j.J. = vn'n"V""",HvA'A"o~.~. nqJAj.J. • (2.5) 

They are rather complicated linear combinations of the 
operators 

(2.6) 
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which can be inverted to give the latter in terms of the 
former.4 Here 

pnwX" = [Fnwx"J'. (2.7) 

The noninvariance groups U(2N ) and O+(2N + 1) are es­
pecially useful when discussing the concept of comple­
mentary groups. 4 Two groups G and GC , whose direct 
product is a subgroup of a larger group H, are referred 
to as "complementary" within a definite IR of H, if there 
is a one-to-one correspondence between all the IR's of G 
and GC contained in this IR of H. All Casimir operators 
of one of the subgroups depend linearly on the Casimir 
operators of the other one in this IR of H. 8 In the fol­
lowing, we shall take for H either noninvariance group, 
whose IR is unique, so that we shall not mention it any­
more and shall speak of "complementary groups within 
a group H." 

In Ref. 4, it is shown that any subgroup G of u(N), 
including itself, does have a complementary group with­
in the supergroup and that its structure can be obtained 
easily. We' shall call it the trivial complementary 
group of G and denote it by GT c: 

U(2N)=> GXGTC • (2.8) 

Its generators are obtained from the generators of 
U(2N) which are scalar with respect to G, and are thus 

(2.9) 

GTC is a direct sum of unitary groups: 

(2.10) 

each of which is associated with a given IR A of G and 
has a dimension equal to the number of times deAl that 
the IR A of G is contained in the IR [1] of the supergroup. 
All the states belonging to the various equivalent IR's A 

of G belong to the IR [1] of the group U(d(A» and to the 
IR's [0] of the groups U(d(A'» with A' '" A. 

On the contrary all the subgroups G of U(N) do not 
have a complementary group within the noninvariance 
group 0+ (2N + 1). When a complementary group does 
exist, it is not trivial at all, and will be denoted by GC

: 

0+(2N + 1) => G xGc . (2.11) 

The generators of its Lie algebra are obtained from 
those of 0+(2N + 1), which are scalar with respect to G. 

Known examples of complementary groups are those 
associated with unitary, 9 orthogonal, 10 or symplectic ll 

subgroups of U(N). The corresponding chains of groups 
are 

0+(2N + I)=> U(q)xU(r), N=qr, 

DNJ 
(2.12) -A 

O+(2N + 1)=>0+(2q + 1) xO(2r), N = (2q + 1)1', (2.13) 

[~N] A An 

and 

0+(2N + 1)=> Sp(2q) xSp(2r), N = 2qr. 

[iN] A A' 
(2.14) 
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Below each group we give the IR's to which the states 
belong. For the unitary groups, A denotes a partition 
of n (0 ~ n ~N) into q integers not exceeding r, and :\ 
its conjugate partition. For the orthogonal and symplec­
tic groups, A denotes a partition into q integers not ex­
ceeding r, A' is the partition into r integers not exceed­
ing q, whose conjugate partition is such that X; =r 
- \+1-0 and An is the set of r half-integers defined by 
A;' ~ A; + i. 

Whenever the complementary group GC does exist, 
the generators of the Lie algebra of GTC can be ex­
pressed as polynomials in the generators of the Lie al­
gebra of GC

, i. e. , the algebra of GTC is a (finite-dimen­
sional) representation of the universal enveloping 
algebra12 of GC

, built in terms of fermion creation and 
annihilation operators. Indeed the generators of GTC 

carry any state transforming according to a definite IR 
of G into zero or a state transforming irreducibly in the 
same way. But all these states belong to the same IR 
of GC , so that the transformation of anyone of them into 
any other one can always be produced by successive ap­
plications of generators of GC

• There is no such simple 
prescription for the generators of G TC when GC does 
not exist, and in this case their explicit building is 
generally quite complicated. 

A special type of trivial complementary group will 
play an important role in the following section. It is 
associated with a subgroup C; of U(N) defined as follows: 
If G is a subgroup of SU(N), then 

C; =U(l)xG, (2.15a) 

the single generator of U(l) being the number operator 
N; if G is not a subgroup of SU(N), Le., if Nbelongs to 
its Lie algebra, then 

(2.15b) 

The IR's of C; are characterized by 11.= (n, A). The 
algebra of 

is generated by the operators 

which are linear combinations of the operators 

D:~A=6 D~:~:". 
" 

(2.16) 

(2.17) 

(2.18) 

It is made of all the scalars with respect to G which 
leave the number of particles invariant, i. e. , the poly­
nomials in the generators of u(N) which are scalar with 
respect to G. Therefore, the algebra of C;TC is nothing 
less than a (finite-dimensional) representation of the 
subalgebra of scalars with respect to G of the universal 
enveloping algebra of u(N), which representation is 
built in terms of fermion creation and annihilation 
operators. It contains itself as a subalgebra a repre­
sentation of the set of all polynomials in the Casimir 
operators of C;, i. e. , polynomials in N [Casimir opera­
tor of U(N)], and in the Casimir operators of G. 
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3. PROPAGATION OF OPERATOR AVERAGES 

Let us consider the average of a k-body operator, 

O(k>= L; (krpAJ..LIO(k)lkrp/A/iL/)O::~~"·, 
,,~~f ... 

(3.1) 

in a subspace of dimension dim(A) of the n-particle 
space, defined as the representation space of an IR A 
of a subgroup G of UW), and specified by additional 
quantum numbers rp if necessary, 

(3.2a) 

Instead of characterizing the subspace in which the 
average is calculated by some m's of the chain (2.3) of 
subgroups of o+(2N + 1), it will be more useful in the 
following discussion to specify it by Some m A of the 
subgroup g of o+(2N+ 1), defined in relation (2.15). As 
dim (A) = dim(A), relation (3. 2a) becomes 

(3.2b) 

where rp distinguishes between the various equivalent 
IR's A of g when necessary. As it will appear in the 
examples of Sec. 4, this way of writing the average 
gives a unified description of all the cases treated up 
to now. 

Introducing expansion (3.1) into relation (3. 2b), we 
get 

(O(k»"A= .6 {(rpIAIIl'IO(k)lrp"A"iL") 
/p'lVIJ.' 

'PH A" IJ.N 

where the summation over A' and A" is restricted to A' 
=(k,A/),and A"=(k,A"). Only the part of the operator 
D:;';'H,,~H which is scalar with respect to g can contribute 
to the sum over iL and its matrix elements are inde­
pendent of J1, so that 

[dim(A)]-l~ (rpAiLID:~::·,,~·lrpAiL) 
Ii 

Relation (3.3) becomes 

(O(k» "A = ~ {(rpA I D": A: I rpA) 
#pI IPNA~ fP A 

x [dim(A/»)-l ~ (rpl A' J..L' I O(k) I rp" A' Il') }, (3.5) 
,,' 

where the operator D :::: is defined by Eq. (2.18). 

Following French,2 we say that the average of O(k) 
can be propagated from its defining subspaces rp' A' , 
A' = (k, A'), if it can be expressed, for any rp and A, as 
a linear combination of the averages of O(k) in its de­
fining subspaces. From relation (3.5), it is clear that 
a necessary and sufficient condition for this to happen 
whatever O(k) may be is that 

(3.6) 
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for any rp, rp' , rp" ,A and A' such that A' = (k, A'), because 
then 

(3.7) 

In this case, it is possible to define an operator 

O(k)= ~ (O(k»I>'A'D:;~:, (3.8) 
II'A' 

which is trace equivalent to O(k), i. e., such that 

(O(k» "A = (O(k» 'l>A (3.9) 

for any rp and A. The operators D::~:, of which it is a 
linear combination, are called propagation operators. 
The calculation of average (3.9) in any subspace rpA 
then reduces to the construction of the propagation 
operators, and the determination of their diagonal 
matrix elements. 

At this point there arise two main questions. The first 
one is to know in which cases the propagation is possible, 
i. e., conditions (3. 6) are satisfied. The second one is 
to give prescriptions for building the propagation opera­
tors when these do exist. We now proceed to examine 
both problems successively. 

Conditions (3.6) are trivially satisfied if there is no 
need for additional quantum numbers rp. It is thus ob­
vious that a sufficient condition for the propagation to 
be possible for any k is that any m A' of g be contained 
at most once in the IR [~N] of o+(2N + 1), or that any 
m A' of G be contained at most once in the IR [1"] of 
U(N). If this is not the case, and that additional quantum 
numbers are necessary for some value of n, the prop­
agation is still possible for a given value of k if any IR 
A' = (k, A') of g is contained at most once in [tN). How­
ever, if for a given k and a given A', the m A' = (k, A') 
is contained at least twice in [tN), conditions (3.6) will 
generally not be fulfilled because a state I nrpAIl) may 
have simultaneously parents of the type I krp/A' Il') and 
I krp"A' J..L/) (some simple examples of this property can 
be easily constructed). We thus see coming out for the 
first time connections between the propagation procedure 
and the state labeling problem. Other relations will ap­
pear later on. 

When the propagation is pOSSible, how can the prop­
agation operators be constructed? The operators D::~: 
are linear combinations of the generators C::'l:: of 
the trivial complementary group gTC of g. It is thus 
clear that the study of the structure of this group is in­
timately connected with the construction of the prop­
agation operators. This implies that a procedure has to 
be found to build the generators of gTc in a direct way, 
without constructing explicitly the n-particle states. 

When the algebra of gTC coincides with its subalgebra 
of polynomials in the Casimir operators of g, the prob­
lem is easily solved because the Casimir operators are 
well known for all classical groups, as well as their 
eigenvalues in all m's. Sufficient conditions for this 
to happen can be found: 

(i) g is the first step of a canonical chain of subgroups 
of U(N) [therefore g = UCN - 1)J, because then the 
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Casimir operators of the groups of the chain form a 
complete set of commuting operators13

; 

(ii) g is the direct product of two complementary 
groups, g = ex eC , because then the generators of GTC 

are polynomials in the generators of ec , and gTC is the 
subgroup of GTC which is left invariant by the transfor­
mations of ec , so that its generators are polynomials 
in the Casimir operators of CC (or of C as the latter can 
be expressed in terms of the former); 

(iii) g is the direct product of a group C and a canoni­
cal subgroup e' of its complementary group CC, g = e 
xC', G' C CC, because then the generators of gTC are 
those polynomials in the generators of CC which are left 
invariant by the transformations of e', and are there­
fore polynomials in the Casimir operators of CC (or e) 
and C'. 

The construction of the generator s of gT C is not as 
trivial when the algebra of polynomials in the Casimir' 
operators of g is a proper subalgebra of the algebra of 
gTC. In this case the propagation operators can be easily 
built only for those k values for which the number of 
linearly independent polynomials in the Casimir opera­
tors of g is the same as that of defining subspaces 
(k, A'). 

Such a situation may happen even when there is no 
state labeling problem in the reduction U(N)::J G for the 
IR's [1"] of UrN). In Sec. 4, we give an example of such 
a case, corresponding to the reduction U(6)::JO+(3), 
which occurs for identical fermions in a single shell of 
angular momentum 5/2. 

When there is a state labeling problem in the reduction 
U(N)::J G, the above-mentioned subalgebra is always 
proper because the algebra of gTC contains at least one 
generator of the type C :~:: (cp' *- cp"), which cannot be 
expressed in terms of Casimir operators of Cj as it con­
nects two different IR's of Cj. In fact it is well known4 

that in this case the algebra of CjT C contains the sup­
plementary operators whose eigenvalues define the ad­
ditional quantum numbers which complete the classifica­
tion of n-particle states. 

In both cases, the problem of building the generators 
of gTC will be solved if we can construct an integrity 
basis, i. e., a minimal set of operators of CjTC in 
terms of which all the generators of CjTC can be writ­
ten as polynomial expressions. This is a difficult prob­
lem to tackle, but some definite progress was made 
recently in its general formulation and its explicit solu­
tion in some particular cases. 5 Therefore, there is 
some hope that it will be possible in a near future to 
build the propagation operators in their full generality 
at least for some of those chains of groups for which we 
are restricted now to low k values. 

It is quite easy to generalize the results of the discus­
sion to the case of an operator 0 of mixed particle rank, 
not greater than u, 

(3.10) 

We may distinguish two cases: 

(i) When any IR A' of Cj is contained at most once in 
the IR [tN] of o+(2N + 1), the average of any operator 0 
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can be propagated from its defining subspaces A ,= (k, A'), 

o ~ k ~ u, whatever u may be: 

(ii) When it is the first value of n for which an IR A' 
of g is contained more than once in the IR U/v] of o+(2N 
+ 1), the average of any operator 0 of maximum particle 
rank u < u can be propagated from its defining subspaces 
A'=(k,A'), O~k~u; however, the average of an opera­
tor 0 for which u ~ u cannot be propagated in general. 
The problems encountered in the explicit construction of 
the propagation operators remain of course the same as 
before. 

Finally, let us mention that a modification of defini­
tion (3.2) is used by several authors when dealing with 
subgroups G of urN) for which there is a state labeling 
problem. 14,15 It consists in taking the average of the 
operator O(k) over all the equivalent IR's A of Cj con­
tained in the IR [tN] of o·(2N + 1), 

(O(k)A = [d(A) dim(A)]-l 6 (cpAIJ. I O(k) I cpAj.L). (3.11) 
WLL 

Here d(A) is the number of times the IR A of r;- is con­
tained in the IR [tN] of o+(2N+ 1) or [1] of U(2 N ), and 
is clearly a member of the set of numbers which de­
fine the dimensions of the unitary subgroups of C;TC. The 
average (3.11) is thus taken in the representation space 
of the IR A x [1] of the subgroup Cj xU(d(A)) of U(2N). 

The operators D::':: which contribute to such an average 
are therefore linear combinations of the generators of 
the subgroup L, A'*A EB U(d(A/)) of qTC. Trivial changes 
have to be applied to the relations derived above, and 
all the main conclusions remain valid. Moreover, it 
should be clear that whenever other scalar operators 
enter the construction of the propagation operators in 
addition to the Casimir operators, average (3.11) is 
more natural and much easier to calculate than (3.2) 
because in general those operators cannot be simulta­
neously diagonalized so that their diagonal matrix ele­
ments in the subspaces characterized by cp and A are 
difficult to determine. 

We proceed now to illustrate the discussion of this 
section by same examples mostly taken from current 
applications of the spectral distribution method. 

4. DISCUSSION OF SOME PARTICULAR CASES 

(i) There is no state labeling problem and the algebra 
of CjTC is generated by the polynomials in the Casimir 
operators of g. 

Let us consider fir st the case where C; = C x ec . Then 
Cj is one of the three direct product groups of relations 
(2.12), (2.13), and (2.14). Only examples of the first 
type have been considered up to now because the other 
two imply averaging over states with different particle 
numbers. They correspond to r values equal to 1 (scalar 
averaging1,2), 2 (fixed isospin averaging1

), or 4 (fixed 
super multiplet averaging16

). Any operator can be prop­
agated, and the propagation operators are polynomials 
in the Casimir operators of U(r), G1 =N, G2 , G3 ,· •• ,Gr' 
For scalar averaging, they are thus polynomials in the 
number operator, for fixed isospin averaging poly­
nomials in Nand T2, and for fixed supermultiplet aver­
aging polynomials in N, G2 , G" and G1 • 
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Let us consider next a case where q = G x G', and G' is 
a canonical subgroup of GC : fixed seniority averaging for 
identical nucleons, the seniority being either that in a 
single subshell, or the multi-shell generalized senior­
ity.l,17 We have indeed q = Sp(2q)XU(1), where U(1) is 
a. canonical subgroup of the quasispin group Sp(2), gen­
erated by the oper ator So = ~ (N - q). Any oper ator can be 
propagated, and the propagation operators are poly­
nomials in N and S2, the square of the quasispin 
operator. 

(ii) There is nO state labeling problem, but the al­
gebra of qTC is not generated by the polynomials in the 
Casimir operators of (f only. 

An example of such a case is given by the quite trivial 
fixed angular momentum averaging for identical fermions 
in a single shell of angular momentum 5/2, correspond­
ing to the chain of groups 

(4.1) 

The IR's of the last group are (0,0), (1,5/2), (2,0), 
(2,2), (2,4), (3,3/2), (3,5/2), (3,9/2), (4,0), (4,2), 
(4,4), (5,5/2), and (6,0), and are contained only once 
in the IR [~6J of 0+(13). Moreover, it can be easily veri­
fied that the generators of qTc cannot be built in terms 
of polynomials in the Casimir operators Nand J2 only. 
However, it is sufficient to add to them the square of 
the quasispin operator S2 to get an integrity basis of 
qTC in terms of which all the propagation operators can 
be explicitly constructed. 

(iii) There is a state labeling problem. Many examples 
of such a situation are known. Let us mention the fixed 
super multiplet and SU(3) symmetry averaging,18 the 
fixed supermultiplet, spin and isospin averaging, 19 and 
the fixed seniority, isospin, and reduced isospin aver­
aging for both types of nucleons. The corresponding 
groups are q =SU(3)xU(4), q =U(q)xSU(2)xSU(2), and 
(f =Sp(2q)xU(2), and the state labeling problem occurs 
in the reduction U(q):J SU(3), U(4):J SU(2) XSU(2), and 
Sp(4):J U(2), respectively. Another important case cor­
responds to the fixed angular momentum averaging for 
high enough N values. 

The usefulness of the construction of an integrity 
basis of (fTC can be illustrated by the following exam-
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pIe. Let us conSider the fiXed super multiplet and orbital 
angular momentum averaging for the p-shell nuclei. 
The corresponding group is (f =0+(3)xU(4), where the 
rotation group in orbital space is a subgroup of the com­
plementary group U(3) of U(4). The propagation opera­
tors for u = 2 operator averages can be built in terms of 
the CaSimir operators 1, N, N<, G2 , and L2. However, 
for u = 4 operator averages, the full integrity basis is 
needed. It was shown recently5 that it includes the 
operators N, G2 , G3 , L2, as well as a third-order 
operator X(3), and a fourth-order operator X(4). In 
terms of these. the propagation operators for u = 4 op­
erator averages can be written as linear combinations 
of 1, N, N<, If, ~, Gu NG2 , N<G2 • G31 NG3 , G2

2
, L2, 

NL2 , N<L2 , L4 , GzL2, X(3), NX(3), and X(4) • 
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The "Regge calculus" approach is extended to the electromagnetic case. To this end an "affine" tensor 
formalism and associated exterior calculus are developed. The simplicial approach to linear field equations 
is illustrated by the two-dimensional scalar wave equation, on which also a discussion of the treacherous 
character of the continuum limit is based. 

I. INTRODUCTION 

A previous paper! developed the simplicial approach 
to the purely metrical field ("Regge calculus"). Therein 
the formalism was brought to a point where full-blown 
computer calculations ought to be possible, but my own 
attempts succeeded only in developing programs to cal­
culate all the basic quantities but not in solving effi­
ciently or reliably the basic set of equations for the 
time evolution problem. (See Sec. IV B of Ref. 1). 

This paper will extend the formalism of Ref. 1 to the 
case of the coupled metrical and electromagnetic 
thatches ("geometrodynamics"). Since the electromag­
netic part of the equations is linear, the new calcula­
tional problem is probably not much harder than the 
old. 

In working with tensors defined relative to an n­
simplex, it is convenient to use a system of coordi­
nates which reflects the (n + 1)-fold character of the 
vertices. Section II elaborates such a formalism, and 
Sec. III develops the "exterior calculus" in those terms. 
The key result which allows one to formulate the elec­
tromagnetic action is furnished by condition (3) of the 
theorem, in which Sec. III culminates. 

Section IV presents the equations for the electromag­
netic thatch and verifies all the formal consequences of 
these equations that one has become used to in the 
continuum. 

Finally, Secs. V and VI discuss how the SimpliCial 
approach works out in a particularly simple situation­
a "massless" scalar thatch on a two-dimensional net. 
It appears that the simplicial approach will agree with 
the finite difference scheme only "on the average." In 
particular, the investigation of the continuum limit by 
Taylor expansion at a point is in general misleading. 

The notations and terminology of this paper agree 
with those of Ref. 1. 

II. AFFINE COORDINATES 
A. Affine coordinates 

By considering a point P in the interior of an n-sim­
plex as the centroid of n + 1 masses ti placed at the 
vertices vo' .. vn we can express it as an uaffine sum" 

of the vertices Vi' Renormalizing the masses, we can 
write 
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(1) 

in which 

(2) 

and with all the t i > O. By relaxing this latter condition 
we can express any point in the affine space S of the 
simplex in the form (1), (2).2 We call vo• v1, ••• , 11n an 
affine point basis for S. 

A vector of an affine space is the" difference" of two 
points which we write as Q - P or PQ. Let V denote the 
space of all vectors of S. If 

P=L piVi' Q=L qivi , 

then we take for coordinate of PQ the differences 
Xi ~ qi - pi. Then (2) implies 

t Xi =0. 
j:::O 

(3) 

Another way to explain these coordinates is as com­
ponents of PQ relative to the (redundant) "barycentric 
basis" comprising the n + 1 vectors 

1 n 
e·=v· - -- L 11k , 

I I n + 1 1<=0 

A simple computation verfies this: 

= 2: (qi - pi)V i [by (3)1 
i 

= 2: qivi - 2: pi Vi 

=Q-P=PQ. 

(4) 

Corresponding to the basis (e i ) for V, we introduce for 
the dual space V* a basis (e i ) defined by 

l
n~1 

<
. > r-J. . n eJ e = {jJ ~ oJ - - = 
, k k k n+l 

1 
- n+1 ifj*k. 

if j = k, 

(5) 

Notice that 

(6) 

(7) 
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Let us check the last relation, for example, by apply­
ing its left-hand side to the vector a=~aiei' First, 
however, we point out the lemma: 

Lemma: If for any quantities Qj' j=O, ••• , n, ~j Qj=O, 
then 

Qj='O~Qk' 
Continuing with the check, we have 

6 ek 0 ek .a=6 e/ek
, 1: ale! 

k k \ 1 1 

= l: aje· (by the lemma and (6)] 
j J 

(8) 

=a. QED 

If T is any sort of tensor relative to the vector space 
V, we define its affine components ri:::! by contracting 
it with the relevant product of basis vectors e i , ek

• Then 
(7) guarantees the expansion: 

T= .6 r{:::!e j 0,"0 ek 0el 
•• '0e"', 

J' 'ok 
Z-·-m 

(9) 

from which follows, with the aid of (6), 

6 T{:::!=O (10) 
j 

for any index j, up or down. This last result is the dis­
tinguishing featur~ of affine components and, together 
with (5) and the lemma, it guarantees that contraction 
works as usual by summing on the contracted indices. 

Finally, we derive the affine components of two 
"special tensors. " The "Kronecker delta tensor" 0 has 
components formed as follows (in a slightly cumbersome 
notation): 

'6k = o~(ek)V(ej)/.L = (ek)V(ej)v = (ek, eJ) = 6k, 
which shows the consistency of our earlier definition 
(5). 

The other "special" tensor we will need is the epsilon 
symbol, which strictly speaking is not a tensor but a 
tensor density and thus defined a priori only up to an 
overall factor. We fix this factor by setting 

E'12···n = + 1, 

from which it is easy to evaluate the other components 
using the anti symmetry orE i "' j and the sum rule (10). 
Thus, for example, 

'E213"'n = _E'12···n = _ 1 

and 
'E023"'n + 'E123"'n + E'223' "n + ... + 'En23' "n = 0, 

E'023' ··n + 1 + ° + ... + 0=0, so that €,023"'n =-l. 

Let jojl ..• jn be any permutation of the indices 01 ..• n. 
Then 

'£ 11 '" in ={ + 1 if the permutation jOjl ••• jn is even, 
- 1 if the permutation jojl .•. jn is odd. 

(11) 
We note without proof that our definition is equivalent 
(for the contravariant E) to 
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A final subtlety needs mention. Let n = 3 for definite­
ness. Then under the usual definitions 

E"/.LVE",,,B = o~oa - o:;o~. 

That the analogous formula apply to E'ijk and ei/m re­
quires, as is easily checked, that e123E123 = t = 1/(n + 1). 
Accordingly, we define the covariant E with components 
of magnitude (n+ I)-I: 

Ej '''j = [l/(n+ l)]e h ·" jn . 
I n 

(12) 

With these definitions all the expected formulas obtain. 

B. The metric tensor of a simplex 

As pointed out in Ref. 1, to specify the n(n+ 1)/2 
edge lengths of an n-simplex is equivalent to specifying 
a flat metric for the interior of that simplex. In this 
section we calculate the affine components gij of this 
metric. Let l~J be the length squared of the edge joining 
Vi to Vj' Then, since, plainly, 1J;Vj=e j -e i , 

lL = (g, ;;Vj 0 V;Vj) 

= (g, (ej - ei ) 0(e j - ei) 

= (g, eJ 0ei ) - 2(g, e j 0e j ) + (g, e j 0e j ) 

=gj1 - 2gij + gii 
=Ai}' 

By forming the combination 0'1B~AkI> we can, in view 
of (8) and (10) as applied to 0', recover gij: 

which says that gij is just -tf;j "rendered affine" or 
"projected into the affine tensors. " 

Now suppose that A'Jk are the affine components of 
some tensor. Then according to (13) 

~'J- 1 ~. '-k-Z ~ 
A' gij=-"2(A"ojoJ}t,,1 

lA-kZ12 • = -"2 tkP 

in other words, one has the general 

(13) 

Replacement rule: If gJk occurs with both indices con­
tracted against affine indices, then it can be replaced 
by - tl~k' 

C. "Geometrical" tensors 

In this subsection we fix some normalizations and 
derive a useful expression for the volume of a simplex. 

Let the wedge product be defined in the usual way and 
normalized so that, for instance, the wedge product 
al\bl\c of three vectors consists of six terms each with 
coefficient ± 1. Then we take the product al\.b to rep­
resent the parallelogram determined by a and b, and 
ta I\b the triangle or 2-simplex spanned by themo In 
general, the normalized product 

will represent the m-simplex spanned by vectors 

(14) 

at' •• am' We also introduce the more conveniently nor­
malized contraction 

Rafael Sorkin 2433 



                                                                                                                                    

(w I ¢)= (w, c{J)/rn!, (15) 

where m is the rank of the forms w, cpo For example, if 
m=2, then 

(w I ¢) = tw"v c{J"v' 

With these definitions the volume represented by any 
rank m totally antisymmetric tensor is 

(16) 

(The absolute value is needed because of the indefinite 
metric, i. e., the volume is defined to be a real num­
ber.) Thus, for example, the bone [012] of some 4-
simplex (J corresponds to the tensor 

w = (1/2! )':V;;VIAV;;V2 

= (1/2! )(e1 - eo) A(ez - eo) 

= (1/2! )(e1 Aez + e2 /\eo + eo /\e1) 

= (1/2! )E~~12 lei 181 e j , 

where 1912 ) is of course formed from the indices 0,1,2 
in the manner of (11). In general the m subsimplex with 
vertices ko ' •• km corresponds via (14) to the tensor with 
affine components: 

According to (16) the volume V of this simplex is 
given by 

± VZ = <w I w) = (m! t1Wi ' "'g;a' .. gjbWa···b. 

(17) 

By the replacement ~j - - tl j
2
, discovered in the pre­

vious subsection we convert this result to one expressed 
directly in terms of edge lengths: 

±voI2=(-t)m(1/m!)wh"'jmwk1"'km Ii l~ k' (18) 
a=l a a 

To find the volume of any m-simplex of the net, we can 
work within the m-dimensional affine space spanned by 
that simplex and (calling its vertices O' •• m) write 

W'l"';m= (11m! )E;l"·;",. 

Then 

±voI2= (_.!.)m(m! )-3'E;1"';mEkl"' kmF " .[2. . (19) 
2 JIll! Jmkm 

To facilitate numerical evaluation of such expressions, 
we introduce the concept of a "bordered determinant" 
which has the form (with A representing any m xm 
matrix) 

B(A)= 

° 1 1 ... 1 
1 
1 

A 

1 

Then the expression 

can be evaluated as - m ! B(A), the proof being left to 
the interested reader. Thus we get the expression for 
volume in terms of edges, as 
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o 1 1 ... 1 

1 
1 

(20) 

1 

a result which appears in Ref. 3. 

For a triangle we find (setting m = 2, x = l20ll Y = l~, 
z = l~2) 

o 1 1 1 

±A2=_(_t)2(2!t21 0 x y 
1 x 0 z 
1 y z 0 

= - i6 [x2 + y2+ Z2 - 2(xy + yz + zx»). 

III. SIMPLICIAL EXTERIOR CALCULUS 

Let 

~o = set of all O-simplexes (vertices) of the net, 

~1 = set of all oriented 1-simplexes (legs) of the net, 

~2 = set of all oriented 2-simplexes of the net, etc., 

and represent a typical oriented 2-simplex, e. g., as 
[xyz], where x, y, Z E: ~o. Then we define4 

a O-form (scalar thatch) as a map cp: ~o - R, 

a 1-form (co-vector thatch) as a map A: ~1 - R such 
that A(xy) = -A( yx), 

a 2-form as a map F: ~2 - R such that F(xyz) 
=-F(yxz)=F(yzx), etc. 

To understand these definitions, one could think of 
A(xy), e.g., as the line integral J;A"dx" of some 
field A" along the leg [x:v J. If, then, F = dA, then 
Stokes' theorem becomes 

F(xyz) - i[xYZI F "V da"v = j[XY1+[YZ1+[ZX1A" dx" 

- A(xy) + A(yz) + A(zx). 

Generalizing this relation to arbitrary dimension we de­
fine the operator "d" from m- to (m + l)-forms as 
follows: 

dw(kok1···km)='t(-1)jw(ko···kj··'km), (21) 
j=O 

where the "hat" indicates omission. It is easy to check 
that 

ddw=O: (22) 
m+l ...... 

ddw(ko '" km+l)= L: (-1); dw(k o'" k; ... k m+ 1 ) 
j=O 

m+l m+l 

= z::: (_1)1 L (_1)1 sgn(l- j) 
;=0 1=0 

xw(k .. ·k ···k ···k ) o a b m+l 

[where a= min(j, 1), b = max(j, 1)1 
m+1 
L: (_l)i+lsgn(l-j) 

j r l=O 

X w(ko ' .. ka ... kb • •• km+1) 

=0 
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since sgn(l - j) alone in the penultimate expression is 
antisymmetric in the exchange of j with l. QED 

The main theorem of this section is in part a partial 
converse to (22). 

Consider now a particular m-form wand a particular 
simplex a E ~4 and ask whether w "extends to the interi­
or of a, " i. e., whether there is defined in the space of 
a an m-form w(a) which agrees with w on all the m­
subsimplexes of a. By definition w(a) "agrees with" w 
on [xo' .. x",] iff 

(w(a), [xo ' .. x",]> = w(xo ... xm). (23) 

If w does extend to a, then we can form a simple ex­
pression (analogous to (13)] for the affine components 
of w(a): 

From above we know that, calling a = [01 ... n), 

m! [ko ' •• km] = -';;11\-';;2 A· .. AVm 

=(ek -ek )A(e._ -ek )A·· ·(e. -ek ). 
1 0 . ." 0 "'111 0 

In the expansion of the right-hand side, only terms 
lacking or linear in eka survive since eka eko==O, and 
one obtains, in a hopefully clear notation, 

m! [ko '" k",]==e k1 !\·· .I\ek". 

-I; e !\···Ae !\···Ae. (24) 
;,1 kl (J~o km 

Because of (6) we can isolate ek 1\ .. ·I\ek by summing 
I m 

on ko: 
n 

m! 6 [ko···km]=(n+l)ekll\···l\ekm' 
ko=O 

Applying w(a) to both sides, we have 

_ m! n 

m 1 w(a)k "'k = -1- :0 (w(a), [ko .•. km]), 
I m + n kO=O 

In order to study this condition more closely, we 
make the definition (relative to the simplex a) 

1 n 
Sw(k .•• k ) = - :0 w(k k ••• k ) 

I m 1 + n ko=O 0 I n 

so that (26) can be expressed in the droll form 

(25) 

(26) 

(27) 

(28) 

It is easy to see that 5w is an (m - I)-form (on a) when 
w is an m-form, and that 

52 =0. (29) 

We can also verify the important relation (relative to 
a as always) 

Sd+ dS = 1. (30) 

Proof: 

dSw(k "'k )=£(-l)jSw(k ···k "'k) o m j=O 0 j m 

m 1 n A 

= L (- l)j -- L w(lko ... k .... k ) 
j=O 1 + n 1=0 'm 
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1 m n 

= - 6 :0 w(ko· .. l· .. k",), 
1 + n j=O 1=0 (j ) 

1 n 
Sdw(k ···k )= - '" dw(lk "'k ) o m l+nf;;; 0 m 

1 n 
= -- L: w(ko '" km) 

1 + n 1=0 

- t (-1)jw(lko'" kj '" k m) 
j=O 

1 n 
=w(k ···k )--:0 

o m 1 + n 1=0 

x I; w(ko ••• I ..• k
m

). 
;=0 (j ) 

Comparing the two expressions completes the proof. 

Returning to the question whether w extends to a, we 
note that the formula for w(a) given in (28) or (26) will 
define a form in the space of a whether or not w ex­
tends to a. If we call this form p, then the condition 
that p agree with w on a (which is just that that w extend 
to a) becomes 

(p, [ko ' •• km]> = w(ko ' •• km)· 

But by (24) 

(p, [ko ' •• kmD 

= _1 (p e /\ ... /\e ) 
ml ' kl k", 

1 m - - 6 (p e /\ ... e /\ ... e > m 1._ 'kl ko k m 
1-1 m (j ) 

=Pk "'k -:0 Pkl ''' k "'k 1 m j=l 0 m 
(j) 

1 n m 1 
= - :0 w(lk '" k ) - :0 -

1 + n 1=0 I m j=1 1 + n 

x t w(Zk
l 
••• ko ..• k m) 

1=0 (j) 

1 n 1 m n 
= -- L w(lk l ' .. k m) + -- L :0 w(k k .. ·Z .. ·l? ) 

1 + n 1=0 1 + n j=1 1=0 0 I (j) '" 

Comparing this with the proof of (30) furnishes the con­
dition for w to extend to a in the form 

dSw=w. (31) 

We can now prove the following fundamental theorem 
which has been the goal of this subsection: 

Theorem: Let w be any form defined on a net includ­
ing the simplex a and set n = Sw, as defined in (27). 
Then the following three conditions are equivalent: 

(1) w=dn, 

(2) dw= 0, 

(3) w extends to G, the extension being furnished by 
(26). 

Proof: We just saw that we can replace (3) by the 
condition 

(3') dSw=w; 

we already know by (22) that (1) ~ (2), and (3') ~(1) is 
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obvious. To complete the circle of implication, we 
need only (2) =*(3') which follows immediately from (30) 
applied to w. QED 

By the way, n becomes unique through the condition 
sn = 0, which follows from (29). 

IV. THE ELECTROMAGNETIC THATCH 

(All components in this section are affine compo­
nents-but the tilde C) will usually be omitted. ) 

A. The source free thatch equations 

In this section we assume a net 2:: with fixed metric 
thatch l~j and the associated metric tensors g(a) for 
each a E 2:: 4, 

The "vector potential" A is a 1-form on 2::, as defined 
in Sec. III, and F = dA is the electromagnetic thatch. By 
the theorem of the previous chapter F extends in each 
cell aE2:: 4 to a tensor Fii(a) given by (26). Calling V(a) 
the volume of a, we take for the action 

Se= -t L: V(a)(F(a) iF(a)lu 
uEl:4 

= - t L: V(a)Fij(a)Fiia) 
u 

= - t L: V(a)g(a)iag(a)ibF(a)ijF(a)ab' (32) 
u 

The thatch equations equate to zero the variation of S 
with respect to the thatch A: 

a1~ij) = 0 for all legs [ij] E 2::1, (33) 

Well, 

6S e = - t L V(a)F i j(a)6F ij (a). 
u 

But according to (26) 

Fiia)=1 L: F(kij) 
kEu 

= 1. L: rA(ij) + A(jk) + A(ki)] 
5 k • 

=A(ij)+l.L: [A(jk)+A(ki)] 
5 k 

Because F ij are affine components we can also write 

F ij(a) = 5'{6~Fab(a) 

(34) 

(35) 

where the remaining terms vanish because of (10) ap­
plied to 6~. Just as for gjk one discovers from (35) the 
replacement rule 

(36) 

whenever FJk occurs with both j and k contracted against 
affine indices. 

This allows us to express 65e directly in terms of 
6A: 

65e= - t L V(a)Fij(a)6A(ij) (37) 
u 

There is thus one thatch equation for each leg of the 
net: 

L V(a)Fij(a) = 0, 
u 

(38) 

where, of course, a ranges only over those 4-simplexes 
for which the expression has sense, i. e., for those of 
which [i] and Ul are vertices. 
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We can also express FiJ(a), and thereby the thatch 
equations, directly in terms of A: 

FiJ(a) = gia(a)gib(a)F ab = gta(a)gib(a)A(ab) 

FiJ(a) = t hi iab(a)A(ab), 

where 

B. The equations with a source-Charge conservation 

(39) 

If there is prescribed a source J, then the action has 
an additional term 

5 i = L A(ij)J(ij), 
(iilEl:1 

(40) 

in which J(ij) should be considered, not as a 1-form, 
but rather as a "vector density" or "current." In place 
of (37) stands (half of) 

- L: V(a)F iJ(a)6A(ij) +J(ij)6A(ij) 
u 

so that the thatch equations become 

L: V(a)FiJ(a)=J(ij). 
a 

( 41) 

The natural interpretation of J regards J(ij) as the 
charge flowing "along" leg [ij] of the net. It is as if 2::1 
were an electrical network, A the potential drop, and J 
the current. Then the conservation of charge (like one 
of Kirchhoff's laws) reads 

L J(ij) =0 (42) 

and follows from (41) because of the rule (10). 

We can also cast the conservation law in an "integral" 
form as opposed to its "local" statement (42): Let 
n c 2::0 be all the vertices in some region of the net and 
form the two expressions 

L L: J(ik) and L: J(ik). 
iEn kEeo i,kEn 

The first vanishes by the equation of conservation (42) 
and the second by the antisymmetry of J. Then 

0= L L J(ik) 
tEn kEt::o 

= L ( L: + L )J(ik) 
iEO kEO kio 

= 0 + ~ s: J( ik), 
1",0 k'-,t.O 

L L: J(ik) = O. 
tEO kio 

In words: "The total charge leaving the region n 
vanishes. " 

C. Gauge invariance 

(43) 

As usual, F = dA determines A only up to an addition 
of the form de, for arbitrary O-form e. Since A does 
not occur explicitly in 5 e, we are free to require in­
variance under the" gauge transformation" 

A-A +de (44) 

as long as the interaction term (40) is unaffected. But 
under (44) 5 t acquires an additional term 
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~ 2: de(ij)J(ij) 5 
i ,j 

= ~ 2: [e(j) - e(i)]J( ij) 

= - 6 e(i) 2: J(ij) 
i i 

whence gauge invariance requires 

Lt J(ij) = 0 (45) 

since () is arbitrary. This is exactly the familiar con­
nection between gauge invariance and charge 
conservation. 

Since the gauge freedom of A introduces a free num­
ber for each vertex of the net, one can remove this 
freedom by imposing one condition at each vertex. One 
which suggests itself is 

6A(ij)=0 atalliE~o' 
i 

(46) 

This looks something like the "Lorentz gauge," but it 
is not, since A is a I-form rather than a current. 

D. Coupling to the metric thatch-The energy-momentum 
tensor 

Equation (38) already includes the effects of an 
arbitrary background metric. To find the reciprocal in­
fluence of the electromagnetic thatch on the metric, we 
must evaluate 

T( .. ) __ aSe 
lJ - al~. 

" 
Writing (32) in the form 

Se= L L(a) 
cr 

and, varying the metric g(a) interior to a, one finds 

20L = - ~o V(F, F) - Vg""og""F ".,F "V 

= - ~oV(F,F) + Vg""ogvvF"vF"v. 

(47) 

(48) 

If we express this in affine components, then a v 
assumes a simple form which follows readily from the 
method of Sec. II C: 

OV=~Vgijogii 

whence 

2'L - V- - F"'"'ijF-ii !VF-abF ...... -jj,,'" 
v - giiOgii -. abg vgii 

= Vog jj(Fiigi;Fii - J;,FabFabgJi) 

= V(a)ogjk(a)Tik(a), 

in which 

fi k(a) '" iha(a}F ka(a) - ftFab(a)Fab(a)5j k 

(49) 

(50) 

(51) 

is the well-known formation in terms of Fii,gii" Apply­
ing the replacement rule of Sec. II B converts (50) into 

oL = - t ol;k VTik 

so that, finally, 

oS = 2: oL(a) 
cr 

= - ft L: 6 00kV(a)Tjk(a) 
., j,1l 
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= - t 6 60k L: V(a)Tik(a) 
i,k a 

6 ol;kT .uk), 
Ii ,klE!:l 

where T .uk) = ~ L: V(a)TJk(a). (52) 
cr 

Thus the thatch equation (4) of Ref. 1 becomes for the 
present case 

G(jk)= Te(jk). 

V. EXAMPLE: THE WAVE EQUATION IN TWO 
DIMENSIONS 

(53) 

To develop some feeling for the behavior of simplicial 
equations, we can study a particularly simple, linear 
case: the two-dimensional wave equation. 

If cp is the basic scalar thatch then, in analogy with 
the continuum theory, we choose for the action 

S = 6 L(a)V(a) 
crEen 

(54) 

where 

L(a) = (dcp(a) I dcp(a» 

= ~ giJ(a)d1>i(a)dcp la). (55) 

Here, of course, g(a) and dcp(a) are defined as in Secs. 
IIB and III, respectively. 

There is also a replacement rule for d1>j' Explicitly 

d1>j(a) = 1 +1 6 dcp(ki) 
n kEa 

= 1 ~ n ~ cp(i) - cp(k), 

d1>i(a) = cp(i) - (cp)cr, (56) 

where (CP)er is the average value of cp in the simplex cpo 
Then, since "Zigij = 0, 

and 

L(a) = L: ~ gH(a)cp(i)cp(j), (57) 
i,jEa 

whence 

S = ~ 6 gii(a)cp(i)cp(j) V(a). 
i ,jEI;o 

(58) 

erE!:n 

[The sum is naturally over only those values which 
make sense-those for which i E a and j E a. Equiva­
lently one can define gii(a) = (0) for all the nonsensical 
values. ] 

Varying </>(i): 

o~~i) = Fer gii(a)cp(j)V(a), (59) 

the vanishing of which constitutes the thatch equation 
for vertex i. 

So far everything was general. We now specialize to 
various two-dimensional nets with flat metric. To 
evaluate gii(a), the following formula, which can be 
proved by the methods of Sec. nc, will prove very 
convenient: 
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FIG. 1. A rectangular 
net for a two-dimen­
sional flat space-time, 
The diagonal lines are 
lightlike. 

(F(i),F(j)=[g/(n-l)I)gii= ±nnlyr2gii. (60) 

Here everything relates to a particular n-simplex; F(i) 
is the oriented face opposite to the vertex i, V the 
volume of the simplex, and 

(61) 

of course. 

Work first with the net of Fig. 1 (without the dotted 
line), and consider the equation of vertexA. Because 
all the cells have the same volume V, Eq. (59) becomes 

L L gii(a)cp(j) = 0 
(J jEu 

or, in view of (60), 

L L (F(i),F(j)cp(j)=O. (62) 
(J jEer 

There are two types of cell in the net, of which a and 
{3 are exemplars. For a one finds from (60) (order: 
A B C) 

-1 1 o 
1 0 - 1 , 
o -1 1 

and from this gii({3) must be (order: A D C) 

1 -1 0 

(63) 

gii({3) = - 1 0 1. (64) 
o 1-1 

The equation of A is then 

[gAA(a) + gAA({3) + gAA(y) + gAA(O) + gAA(€) + gAAWlcp(A) 

or 

2438 

a 

d 

FIG. 2. A simple net in two 
dimensions. 
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(- 1 + 1 + 0 - 1 + 1 + O)cp(A) + (1 + l)cp(B) + (0 + O)cp(C) 

+ (- 1- l)cp(D) + ... + (- 1 - l)cp(H) = 0, (65) 

cp(B) - cp(D) + cp(F) - cp(H) = 0, cp(B) + cp(F) = cp(H) + cp(D), 

which is exactly the equation used by the method of 
finite differences, in place of D2cp = ° (in two 
dimensions ). 

It is remarkable that cp(A), cp(C), cp(G) drop out of the 
equation completely. It is also odd that the vertices of 
the net fall into two variationally unrelated subsets, 
but there seems to be no way to set up a net which 
avoids this and still has basic equations of the type (65). 
The net indicated in Fig. 2, for example, relates every 
point to every other, but through the typical equations 

cp(a) + 2cp(h) + cp(d) = cp(b) + cp(c) + cp(e) + cpU), (66) 

which could be thought of as the sum of the two 
equations 

cp(a)+cp(h)=cp(f)+cp(b) and cp(d) + cp(h) = cp(c) + cp(e). 

The most disconcerting phenomenon implied by (62) 
is that of the totally unrelated vertex as illustrated by 
Fig. 3. The subnet pictured, which might be the re­
finement indicated by the dotted line in Fig. 1, con­
sists of four cells (triangles). According to (58) their 
contribution to the action is a sum of terms in 
cp(X)cp(X), cp(X)cp(A), •.. , cp(A )cp(F), .. '. From (63) and 
(64) the coefficient of cp(X). cp(X) is 

4 

i L gxx(j)=i(_ 4 + 4 - 4 + 4)=0, 
j=l 

while that of cp(X)cp(A), e. g., is, 
2 

.~ L g:XA(j) = 1(2 - 2) = O. 
j=l 

In other words cp(X) drops out of the action completely I 
In fact the expression for S is the same for both nets: 
The dotted line makes no difference. 

Lest all these surprises give the impression that the 
simpliCial approach is especially productive of 
anomalies, we should add that for any other than the 
1-1 ratio of sides, the net of Fig. 1 reproduces 
exactly the equation of the usual finite difference 
approximation. And, though we have stuck to flat 
space-time, the simplectic scheme comes into its own 
only with a curved background metric-which it handles 
with no extra trouble. 

As a final example we take the tWO-dimensional po­
tential equation. Using a "square" net with the topology 

A~ ______________ ~D 

2 4 

3 

F E 

FIG. 3. A refinement of the net 
of Fig. 1. </>(x) makes no contri­
bution to the action. 
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pictured in Fig. 1 one finds for vertex A, e. g., the 
equation 

4ct>(A) = ct>(H) + ct>(D) + ct>(B) + ct>(F), (67) 

which just says that ct>(A) is the average of the neighbor­
ing values. And, of course, this is the well-lolOwn 
characteristic feature of a solution of V2 ct> = O. 

VI. THE CHARACTER OF THE CONTINUUM LIMIT 
A. General considerations 

All the thatch equations discussed above or in Ref. 1 
share this feature: The thatch represents a true field 
but one of a very simple (possibly singular) type. Thus 
A(jk) corresponds to a piecewise linear electromag­
netic potential, while F(jk) defines a piecewise flat 
manifold. In terms of these fields one defines the action 
in the usual way; then the thatch equations just assert 
the stationarity of the action-but only for variations 
which maintain the correspondence of the field to some 
thatch. By using ever finer nets one allows for ever 
more delicate variations of the field so that, in the lim­
it of an infinitely fine net, one expects the solution 
thatch to correspond exactly to the true field. 6 

On the other hand, as we will see below in particular 
examples, it is in generaljalse that the limit of a 
particular thatch equation is the correct field equation 
at that point. In other words, the discretization of an 
exact continuum solution will not produce a solution of 
the thatch equations, even in the continuum limit! 

To understand this better, remember that A(jk), for 
example, corresponds to a piecewise linear field. At 
any given point this can agree with A,,(x) only to terms 
of the first order in dx (precisely those involved in the 
definition of the action!); it can reflect the second 
derivatives of A" only on the average over a small re­
gion. Thus one can expect A" and even F"v, but not 
o"F "V to become exact in the continuum limit. The field 
equations a "F "V = 0 can become exact only after 
averaging. 

We can arrive at this conclusion again by a somewhat 
different argument. Let n be a region of spacetime and 
consider for SimpliCity the scalar thatch ct>( j). In the 
continuum limit oS must vanish for any smooth variation 
oc1>(x) of the field c1>(x). In particular, it must vanish for 
the variation 01> = const within n, 01> = 0 outside. But 
for such a variation oS is just the sum 

01> L; ~ 
jEQ iJ1>(J) 

(The boundary terms are negligible if the net is suffi­
ciently fine. ) We conclude that even though the thatch 
equations os/C1>(j) may fail individually, their sum 

(68) 

over any finite region n will be valid. 

For the thatches A, [2 the same argument applies 
except that, in place of 01> = const, one must put a 
variation of the l2(ij) [respectively M(ij)l which corre­
sponds to og"v= const [resp. oA = const 1. There will be 
ten [resp. six 1 linearly independent such variations. 
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B. Illustration 

The Simplest example of these considerations is the 
flat scalar wave equation in two dimensions. We will 
examine the thatch equation (59) for various nets and 
show that while the continuum limit of (59) is always 
a homogeneous second order differential equation, it is 
sometimes the wrong one. As expected, however, an 
appropriate sum of these equations (over a "unit cell" 
of the lattice) always reduces to the correct equation in 
the continuum limit. 

Let us write (59) for the vertex [OlE~o in the form 

L: iJ.(k)ct>(k) = 0, (69) 
k 

where 

(70) 

and k ranges over@)O(@)l([O])). If we expand ct>(x) about [0] 
(assuming flat space-time recall), then 

1>(j) = 1>(0) + 1>'(0). OJ + t ct>"(0)' o;!)/) or + ... , (71) 

and (69) becomes 

1>(O)L iJ.(k) + 1>'(0)· L: iJ.(k)Ok 
k k 

+ t1>"(O). 6 iJ.(k)Ok 0 Ok + ... = O. 
k 

Since one can prove in general (flat space) that 

L iJ.(k)=O, 6 iJ.(k)[kl=O, 
k k 

(72) becomes, to second order in Ok, 
tct>"(O)' 6 iJ.(k)fkJ0 [kJ=O. 

k 

(72) 

(73) 

(74) 

[The notation of the second equation of (73) makes sense 
because of the first, just as that of (74) in turn makes 
sense because of (73). 1 In the continuum limit this has 
the form 

a"vo" 0v1>(O) = O. 

Unfortunately, a"v *- g" v in general. 

Consider, for example, the star shown in Fig. 
The corresponding equation (75) works out as 

1 02ct> 1 ( 1)02ct> --(1+q)--- 1+- -=0 2 ox2 2 q oy2 , 

in which 

lOP) 

(al 

q=a(l-a)j,B(l-f3). 

(1,0) 

(b) 

(75) 

4(a). 

(76) 

FIG. 4. (a) A star in flat two-dimensional space-time. The 
vertices are labelled by their rectangular coordinates. (b) A 
complete net made up of repetitions of this star. 
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(For convenience we deal with a positive definite 
metric.) This differs from the correct V2 cf> = 0 unless 
q = 1, i. e., unless (a, (3) lies on one of the diagonals of 
the square. 

On the other hand, for a vertex such as B in Fig. 4(b), 
(75) becomes, with the same normalization, 

_ !(3_q)il
2

cf> _ !(3- !)il2
cf> =0. 

2 ilx2 2 q ily2 
(77) 

Since on the averag~ there are equal numbers of ver­
tices of types A and B, the average thatch equation is 
the average of (76) and (77): 

- V2cf>=0, 

which is the correct continuum equation. 

Notice that, in forming the average thatch equation, 
it was enough to consider one equation for each type of 
net vertex. In a net where all vertices were equivalent, 
each individual equation would already be completely 
typical. This explains why the nets of Part V produced 
the correct continuum limit without any averaging 
process. 
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The study of the relationship between thermodynamic and local dynam~c stability that has been developed 
in the previous papers is further extended. The dynamical systems consIdered Include the multIComponent 
fluid dynamics and the two component Enskog-Vlasov dynamics. 

I. INTRODUCTION 

Nonequilibrium statistical mechanics introduces a 
family of dynamical systems 5. Every element S E: 5 of 
this family can be regarded as a sum of the experience 
obtained from measuring and observing the time devel­
opment of a class of physical systems C •. The set of 
observations and measurements 0. used, i.e., the em­
pirical base of the dynamical system s, has the property 
O. * 0 S' if and only if S * s'. Only results of the measure­
ments 0 can decide whether the time development of a 
given ph~sical system is described by the dynamical 
system s, i. e. , whether the given physical system is an 
element of C •. In order to distinguish the physical sys­
tems inside C a set of phenomenological quantities p. 
is introduced by every dynamical system s E: 5. Thus, 
in fact, every s E: 5 is again a family of dynamical sys­
tems parametrized by p •. p. is an element of a set {P J. 
The map between the elements of {p.} and the elements 
of C can be obtained again only as a result of measure­
ments and observations Os' 

Two questions arise naturally. The first question is 
as to whether there exist some properties common for 
all S E: 5. These properties could be then used to charac­
terize 5 in a space of all dynamical systems. Two argu­
ments supporting the existence of such common proper­
ties can be mentioned. Experience shows that one can 
find for every physical system c, the sets of observa­
tion~ and measurements O~c) and O~c), such that c E: C. , 

'j{ T • H 
C E: C and SH is the Hamiltonian dynamics and S T IS 

'T . 
thermodynamics. In other words, the expenence seems 
to indicate that for every physical system c there is 
O~c) such that the time development measured is the 
ti~e development derived from a Hamiltonian dynamical 
system (e. g., classical or quantum mechanics) and also 
O(c) such that the relations among the time independent 

'T . 
properties of the system c measured are the relatlOns 
derived from thermodynamics. The second question is 
as to whether and how the dynamical system SII asso­
ciated with 0 can be derived from SI associated with 

sII 

o if C =C n C is not empty and Os consists of 
'I' 'I,ll sJ 'II I. 

observations and measurements that are more detaIled 
than the ones that are elements of Os' In particular, 
one is interested in finding a charact~~ization of C.I,II 
cC'I in terms of some restrictions in {PSI} and in 
finding the map {P S } - {P, } for c E: c.

I 
II' 

I II , 

These two questions have been studied in Refs. 1,2, 
and the study is continued in this and in the subsequent 
paper,3 for the family of dynamical systems consisting 
of three elements: fluid dynamics (the dynamical sys-
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tern SII)' dynamical systems introduced by kinetic 
theory (the dynamical systems SI)' and thermodynamics. 
In Sec. 2 of this paper a dynamical system is intro­
duced and some of its properties are studied. Two par­
ticular cases of this dynamical system, namely the 
multi component fluid dynamics and the two component 
Enskog-Vlasov dynamics, are discussed in detail in 
Secs. 3 and 4, Thermodynamics is obtained as a result 
of (A) the restricted problem of fixed pOints, (B) the 
local dynamic stability of some fixed points, and (C) 
compatibility of the problems (A), (B), We say that the 
problems (A), (B) are compatible if there exists a real 
valued function W such that the problem (A) is equiv­
alent to the problem of critical points of V and the 
problem (B) is equivalent to an investigation of con­
vexity of W, The function W evaluated at its critical 
pOints is the thermodynamic potential. The conditions 
(in the form of restrictions in the phenomenological 
quantities) that guarantee the compatibility are found 
for all cases discussed. The theory naturally unifies 
and generalizes some results known in nonequilibrium 
thermodynamics, hydrodynamics, and in the theory of 
the Boltzmann equation. The results of phySical nature 
come hand-in-hand with the results of mathematical 
nature (existence of solutions, etc.). The subsequent 
paper3 uses the results of this paper to investigate in 
detail the relationship between the two component 
Enskog-Vlasov dynamics and the two component fluid 
dynamics. 

2. A GENERAL THEORY 
This section supplements and improves the general 

discussion developed in Ref. 2. The dynamical systems 
introduced here include as special cases all dynamical 
systems of fluid mechanics and kinetic theory discussed 
in Refs. 1,2 and Secs. 3 and 4 of this paper. 

Let a state of the physical system considered be fully 
(with respect to the given set of measurements and ob­
servations) described by f. All admissible states (again 
with respect to the given set of measurements and ob­
servations) form a set H. The structure (algebraical, 
topological, etc.) of H should not be a priori postulated. 
It should appear as a result of the comparison between 
the properties of the trajectories of the dynamical sys­
tem and the observed time evolution. It is necessary 
however to start with some structure. We shall assume 
that H is a smooth manifold, locally topologically iso­
morphic to a complete Hilbert space H with the inner 
product (cp, <p), cp, <P E: H. In all cases discussed in this 
and the subsequent paper, H will be the L2 space and 
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( , ) will denote the standard inner product in the L2 
space. The norms of the tangent spaces TfH of H at f 
are not necessarily equivalent to the norm in H. A gen­
eral inner product in TfH is (<p,ijJ)=(<p,Af>Ji), where <P, 
1) E TfH, and Af is a bounded self -adjoint positive def­
inite linear operator. Information about Af will be ob­
tained from the discussion of dynamics in H. Moreover, 
an involution!J-: H - H is defined. In order to simplify 
our notation, we shall also use the same symbol!J- for 
the linear map induced by !J- on the tangent spaces of H. 
The subset of H that is invariant with respect to!J- is 
denoted H+, its complement H-; thus H = {H+ ,H-}. We 
shall assume that!J-AfY=Af for allfEH. As reflection 
of the fact that all dynamical systems introduced by non­
equilibrium statistical mechanics are related to 
Hamiltonian mechanics (see the Introduction), we can 
consider!J- as inherited from the involution!J- in clas­
sical mechanics defined by reversing velociti~~ of all 
particles composing the system considered. Besides H 
we shall need another smooth manifold, H* that is de- ' 
fined as an image of H under the transformatlOn T: H 
-H*. The transformation T is a part of the phenomeno­
logical quantities P. Let TfT denote the first derivative 
of Tat fEH. We shall assume that!) TfT!) = TfT for all 
f E H. Any vector field R: H - TH, where TH denotes 
the tangent bundle of H, can be split into the even and 
odd part W=f,(R±!)RY). We shall assume that the vec­
tor field generating the time development of f has the 
following form: 

~{ = Rp-</J + Rp+(/J 
(2.1) 

= R~_ U,f*) + R*-p+U*). 

The phenomenologi£al guantities {P} introduced by (2. 1) 
are {/::J={P,P-}={P.,P-,T}. For later us_e, w_e intr_oduce 
also P++ that denotes the complement of P+ U P- in P+. The 
Eq. (2.1) defines a family of vector fields parametrized 
by P. Not all of these vector fields define a dynamical 
system, in particular then, not all of them define a 
dynamical system introduced by nonequilibrium statisti­
cal mechanics. We shall find {P} Ph c {P} such that (2.1) 
represents local dynamical systems and these dynamical 
systems are elements of S, i. e. , elements of the. family 
of dynamical systems introduced by nonequilibrium 
statistical mechanics. By the local dynamical system, 
we mean the dynamical system generated by the linear­
ized vector field at a fixed point of the vector field. The 
meaning of the statement that a dynamical system is an 
element of S will be made precise in the Secs. 2A, 2B, 
and 2C. 

First we shall restrict ourselves to a subset {P}+ of 
{P} such that the following conditions (2.A a) and 2.Ab) 
are satisfied: 

The solutions of R!.: U*+) = 0, where f*+ EH*+, 
P 

consist of a family of submanifolds H~ .• of H* 

parametrized by a set of parameters q. H~ .• is in­

dependent of 15++. H*o is not the whole manifold H* •• 
for any q. (2.Aa) 

Let Pi; + denote the vector field R~: linearized at f"6 
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= Tfo; ro is the solution of R1+ j* = ° independent of the 
p+ 

position coordinates of the system considered. H6 = 
= Tf H* is isomorphic to H and H*c denotes the comple­
men~ of Tf Ht in H6. We shall assume that o •• 

Pi;+ is a densely defined, closed, self-adjoint, nega-

tive definite operator in 1f1/. (2.Ab) 

We shall see that (2.Aa) and (2.Ab) are closely related. 
Their physical meaning will become clear in the Exam­
ples at the end of this Sec. and in Secs. 3 and 4. 

It is well known from experience that for every physi­
cal system there is a set of observations and measure­
ments 0 T' such that if 0 T is applied to the system pre­
pared before (in most cases the preparation consists in 
leaving the system unperturbed from an outside influence 
for a sufficiently long time) then the experience obtained 
results in the theory called thermodynamics. The state 
of the prepared system is called an equilibrium state. 
Thermodynamics postulates the existence of the equilib­
rium state. Other dynamical theories introduced by non­
equilibrium statistical mechanics have to be able to de­
rive the equilibrium state and thermodynamics in terms 
of their description of states and the time development 
equations. In our case the structure of thermodynamics 
must be obtained from (2.1), and expressed through the 
phenomenological quantities P. One can think of several 
possibilities. For example, thermodynamics might ap­
pear as a theory of fixed points of (2. 1), supplemented 
possibly by some restrictions, boundary conditions, 
etc. The fact that thermodynamics does not include the 
time dependence does not mean that it must appear only 
through a study of fixed points. A study of invariant 
manifolds or a study of ergodicity-type properties of 
trajectories (as it is widely used in the case of the 
Hamiltonian dynamics) might replace the study of fixed 
points. 

In the context of (2.1), (2.Aa), and (2.Ab), concretely 
then in the context of fluid mechanics and kinetic theory, 
thermodynamics can be obtained as the result of solu­
tions to the following three problems: (A) restricted 
problem of fixed points, (B) local dynamical stability of 
some fixed points, (C) compatibility of (A), (B). 

A. Restricted problem of fixed points 

The equilibrium state f e• is defined as a solution of the 
following restricted problem of fixed points 

fEH+, 

R+j'=O, (2.2) 

R-j'1 =0. 
R+f+;;o 

The last equation means R-f+ = ° restricted to the solu­
tions of R+j' = 0. By fa we denote the solution of (2.2) 
that is independent of the position coordinates of the 
system. 

B. Local dynamic stability of fo 

The tangent space Ho = T f H is by assumption a Hilbert 
space topologically isomorp'hic to the L2 space. The in­
ner product in Ho is denoted by (<p, w) = (<p,A</J), where <p, 
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<p E Ho, and A is a bounded self -adjoint positive definite 
linear operator, i. e. , Ho ...... Ho, jAj =A. We shall say 
that 10 is locally stable if and only if there exists a 
unique solution CPt to the initial value problem 

ocp at =PoCP, 

CPt=o= CPo Ef) (Po) C Ho, 

I/CPoil is bounded, 

(2.3) 

for all 0 ~ t < 00 and II cP til = «cpt' cP t»I/2 bounded for all 0 

.::: t < 00. Po denotes the vectorfield R linearized at 10, 
f)(Po) denotes the domain of Po' By using the Hille­
Yoshida-Phillips theory, 4 the necessary and sufficient 
condition for the local dynamic stability of 10 is: (i) Po 
is densely defined and closed; (ii) both Po and its adjoint 
P6 are dissipative, Le., (cp,PoCP)':::O for all CPEO(Po), 
and (cp, P6CP) .::: 0 for all cP EO (P"'o). Equivalently, there 
exists an operator A satisfying the properties listed 
above such that (cp,APocp).::: 0 for all CPEf)(Po), and 
(cp,(APo)tcp)':::Ofor all CPEO(P6). 

C. Compatibility of the problems 2A and 28 

We shall say that the restricted problem of fixed 
points (the problem 2A) and the problem of the local 
dynamic stability (the problem 2B) are compatible if 
and only if there exists a function V: H x V ...... m., V C m.m, 
m is a positive integer, such that the problem 2A is 
equivalent to oV/o/=O and the linear operator A: Ho 
- Ho that solves the problem 2B is equal to 02V/ 
of(/JoF(f'), where F: H -H is an invertible transforma­
tion. We shall be able to find {P}PhC{P}+C{P}, such that 
the problems 2A and 2B are compatible, and also the 
functions V for all the special cases of (2.0 discussed 
in Secs. 3 and 4. In all these cases the function V ap­
pears to be linear in the variables a= (au' .. ,am) E V, 
i. e. , 

(2.4) 

where S and vI' i=l, ... ,m, arefunctionsH-lR. The 
function Vth : V-lR is defined as V restricted to the 
solutions of a V/ol= O. Vth is interpreted as the thermo­
dynamic potential of the physical system considered. 
More precisely, au ... ,am are the intensive thermo­
dynamiC parameters (thermodynamic fields in the termi­
nology of Griffiths and WheelerS), am+1 = am+l(al '" am) 

==V{/ •• (ap .•• , am)' aI' ... , am), and I •• denotes a solu­
tion of 15 V / 01= 0 (we shall not discuss in this paper the 
case when this equation has more solutions, physically, 
the case of phase transitions). From (2.4), we have: 
(i) Let S i' i = 1, ... , m, denote the thermodynamical 
conjugates of ap Le., Sj=oVtjoap i=l, ... ,m. 
From the definition of Vth and from (2.4) one obtains 
immediately S I = V I U •• ). This equality provides useful 
information about the relation between I and the thermo­
dynamic observations and measurements. (ii) Let V 
be defined as in (2.4) and let va:H-m.; U,a)W.!lVU,a) 
reaches its nondegenerate maximum atla for all aE Vo, 
where Va is an open neighborhood of ao E Vo, 0 E Vo. 
Then Vth: Vo -lR, and is convex at ao. Indeed VU, +a; ao 1 
ao + all = V(/" +al;aO) + VUa +a ;al ) ~ VUa ;ao) + VUa ;al ); 

o ° 'J. ° I ao, aI' an + a1 E VO' In view 01 the thermodynamic in-
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terpretation of Vth, we have shown the relationship be­
tween the convexity of the function V with respect to its 
dependence on I and the convexity of Vth with respect to 
its dependence on a, or equivalently the thermodynamic 
stability condition for Vth . 

The general considerations developed in this section 
will be used in Secs. 3 and 4 in the context of fluid 
mechanics and kinetic theory. An additional interesting 
illustration of the general considerations of thi.s section 
can be obtained from the following two examples. 

Example 1 

The classical Liouville equation describing the clas­
sical dynamics of N identical particles can be considered 
as a special (degenerate) case of (2.1). The assumption 
(2.Aa) is not satisfied since the solution of R*+/*+=O is 
the whole manifold H. The manifold H is the linear L2 
space, H* ==H is its dual (L e., T is the identity map). 
The phenomenological quantities P are ~he Hamiltonians. 
The involutionj is defined by I(rpvj)-j(r i -VI)' i 
= 1, ... ,N, where (r IV j) denotes the position coordinate 
and velocity of the ith particle respectively, and H:3 I: 
lR3N XlR3N -lR. By using Stone's theorem (Stone's theo­
rem may be considered as a special case of the Hille­
Yoshida-Phillips theorem used in Sec. 2B4

), we find 
that any state lEO cH, where 0 is the domain of the 
Liouville operator, is locally (and in this case also 
globally) stable. Thus, the function V can be for exam­
ple V = K(j,j) , where K is a positive constant, but the 
restricted problem of fixed points (2.2) is not equivalent 
to the problem of the critical points of V. It is an easy 
exercise to see that if in (2.2) R+j' = 0, which is trivial 
in this case, is replaced by an ad hoc restriction 1== Ith 
==N({3) n(rl ', 'rN ), exp( -~i3(vi+'" + v~)]and/th are 
called thermalized functions 6

, f3 is a positive constant, 
n(r1 " 'r N) > 0, and N(f3) is determined by the require­
ment f d3vI ' , 'd3v N Ith = n(r l 00. r N)' then there exists a 
single function 

V L U;f3, a) = f d 3vI ••• d 3v N f d 3r I 0 , • d 3r N[jlnl 

+ {3Vpot (rl o. 'rN)/+ ~(3(1'~+" '1'~)/- al] 

that has the required properties, i. e., a VL / 01== 0 is 
equivalent to (2.2) where Kj' = 0 is replaced by 1= Ith 
and 

_02VL I 
A= oft/' . 

fo 

The quantity Vpot denotes the potential energy of N 
particles. 

Example 2 

Let H be n-dimensional manifold, H- == 0, Uu ... ,In) 
-L{FI(j), ... ,Fn(j), W==O and R*+ satisfies (2.Aa) 
and (2.Ab). For example, R*+I* == - grad V*., where V*+ 
is a real valued function that has one nondegenerate 
minimum at 10*' determined by Fl (/J = a1> ... , Fn(/J = 
== an' The equilibrium state 10= T-lg is locally stable 
if and only if the matrix B==(Bi)=(cFi(/J/(I~)lf' is an 
invertible, self -adjoint, positive definite matri~. 

(Proal: The linearized vector field is Po = R*+ B. By 
using the Liapunov theorem, 7 or the Hille-Yashida­
Phillips theory, the equilibrium state 10 is locally stable 
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if and only if the equation At R*+B + BTR*+A = KAt R*+A (K 

is a positive constant) or equivalently R*+(BA-l ) + (BA-l)t 
xR*+ = KR*+ has a unique solution A that is a symmetric 
positive definite, nonsingular matrix. Clearly the only 
solution of the above equation is KA = 2B]. Thus, we see 
that the requirement of local stability of fa restricts the 
choice of T and brings a natural inner product for Ho. 

3. n-COMPONENT FLUID DYNAMICS 

The state of a system in the n-component fluid dynam­
ics is completely described by f=-(C u ... ,Cn_U E, N, 
U), where Cu 000, C

n
_U E, and N are functions n -m: 

of class at least C2 and U: n - Tn = n x IEn also of class 
at least C 2

• n is a bounded open subset of R3 in which 
the physical system considered is confined; R+ denotes 
the positive real line. We shall assume that n has a 
smooth boundary an and the volume of n equals to one. 
Elements of n, position vectors, are denoted by r. Tn 
denotes the tangent bundle of n. The physical meaning 
of f, that will appear later from the study of thermo­
dynamics is the following: Cu •.• , Cn_l are the local 
concentrations of the components 1, ... ,n - 1; E is the 
local inner energy; N is the local density and U is the 
local velocity. The involution j is defined by (Cu' .. , 
C

n
_U E,N,U) L (CU" . ,Cn_V E, N, -U). Thus, H+ is 

composed of all quantities that behave as scalars under 
an orthogonal transformation of coordinates in n; H-
is composed of all vectors. The importance of the in­
volution.9 and of the corresponding decomposition of H 
is thus evident in this case. 

We shall introduce the following family of the time 
development equations for f: 

(J(NCj)= __ (J_(UNC)+"tL (J2 C* 

(Jt (Jr" '" j ."1 jk(Jr"ar" • 

(J2 
+L E* 

In (Jr"ar" ' 

(J(NE)= __ (J_(U NE)_N*(JU"+"tL _(J_2_C* 

at (Jr,," ar" k"l nk(Jr"(Jr,, k 

(J2 

+Lnn(Jr",(Jr" E*, (3.1) 

Only terms linear in first- and second-order deriva­
tives with respect to the position coordinates are con­
sidered in (3.1). Quadratic terms, etc., in derivatives 
of U do not influence our discussion at all. Terms 
quadratic, etc., in derivatives of f+ can be included 
provided the solution to the problem (2.2) (see (3.2)] is 
not changed. The equations (3.1) are not linear since 
the transformation T: H -H*, (Cu' .. ,Cn_V E, N, U) 
1- (ct, . . . ,C n-U E*, N*, U*) is not linear. Moreover, 
we assume that f* (r) depends only on f(r) at the same 
position vector r. This assumption can be relaxed in 
expense of complications in the following calculations. 
The last two terms on the rhs of (3.1) correspond to 
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R*+(j*), the rest is R*-(j,f*). The phenomenological 
quantities (5++ are L lk , i,k = 1, 000, n, TJ, and TJ v consi­
dered as functions of f* +. There are no other phenome­
nological quantities (except PH and Tl introduced by 
(3.1). The assumption (2.Aa) is satisfied if we assume 
that 

Cj 1 = a'!', i = 1, ... , n - 1, E* 1 = f3*, where an , an 

where a~, ... , a~_l> f3* are constants. Moreover, 

L lk , i, k= 1, ... ,n, is a nonsingular positive 

definite matrix for all f* EH* considered. (3.Aa) 

If we assume moreover, that 

770 = 77 1 16 and (ho + 77v ,o) are positive, (77 v ,o = 77v 1 16)' 

and the boundary conditions for the local dynamics 

are taken as such8 that .Pi;+ is self-adjoint, 

then also (2.Ab) is satisfied. 

3A. Restricted problem of fixed points 

(3.Ab) 

If (3.Aa) and (3.Ab) are satisfied, then R*+f*+=O is 
equivalent to oV*+(j*+)/ of*+ = 0, where 

V*+=i'6 _o-(Cj)Lik_o- (Cn 
I,k"l (Jr", nr" 

(we have used the notation E* =- C: l. The only critical 
point of V*+ is (a/ar "') Cj = 0, i = 1, ... , n. The family 
of sets Hi/ is thus H6 =-{a!; ... , a*n_u f3*, N* ,O}. In-

.q , q -

deedH6 is independent of PH={L, .• , 77, 77 v ' i,k=l, , . 
. . . ,n}. The set of parameters q is now q =- {at· . 0 C\'~_l> 
f3*}. The equation R-j=O restricted toHr. is (IN*/ClY,,, 
oN*/ar"IH =0. Thus, the problem (2.2) is now 

0,. 

Cj = at, i = 1, . . . ,n - 1 , 

E* = f;i*, 

111'* IH*+ = P* , 
0,. 

(3.2) 

where o:t,· 0 o:~_u f3*, and P* are constants. The posi­
tion coordinate independent solution fa of (3.2) is fo 

=-(C 1 ,o, ... ,Cn_l,o,Eo,No,O), 

38. Local dynamic stability of fo 

The linear vector field Po obtained by linearizing (3.1) 
at fa generates the time evolution of ¢ (= Ho, 

(3.3) 

where Ho is the tangent space of H at fo. One can check 
that Po can be written in the form 

Po = UI1 , 

where 

n+1 3 n+ 1 3 
---'- ,.-'-, ~ ~ 

L= ~{[L" 
M { L21 L"J L 22 ' 

;)1= ~t~" 
M{ 1h2l 

m"J //1 22 ' 

Miroslav Grmela 2444 



                                                                                                                                    

1 1 
L 12 =- N k 

o 0 

1 L21=-­
No 

0 
0 
0 

pi' _0_ 
or1 

2 0 
(No)-a -r1 

0 0 
0 0 
0 0 

a pi' _0_ 
pi' a? or3 

2 a 2 a 
(No)-o- (No)-a -r2 r3 

The quantities L, M o, ml> m 2, m3 are understood to 
be evaluated at T fo. We have also used the notation 110 
=11 I Tfo: 11 1 =(tl1+l1v]ITfo; ko=aU*",/au",1 Tfo. The 

operator Po is thus 

Following the discussion in Sec. 2C, and in view of the 
the assumptions in (3.Aa), and (3.Ab), we shall look for 
an operator A, 

(3.4) 
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that is invertible, self-adjoint, position definite and 
APo is self-adjoint, dissipative and Apo is skew-adjoint. 
The operators A12 and A21 in (3.4) are zeros because of 
the requirement SAS =A. For the purpose of the calcu­
lations, we introduce 

an+l
t
l 0.. a n,n+1 an+l.n+1 

Using the notation introduced above, we have 

[

AllLllll111 A11L1211122 ] 
APo= . 

A22L 2111111 A 2J 2111112 + A 2J 2211122 

By using basically the same arguments as in Example 2 
of Sec. 2, we deduce from the requirement that APo is 
self-adjoint, that Ao =KMo, and that 

A 22 = Qk o I~ : :J' G01 
- -where K and Q are positive constants. From the require-

ment that Apo is skew-adjoint, we have 

(A11L1211122)t = -A2l21I11u, (3.6) 

or explicitly 

- aN* 
= Qkoac , i= 1, ... ,n -1, 

i 

(3.7) 

Equation (3. 7) is a system of (n + 1) equations for (n + 1) 
unknowns, a i .n+1 ; i= 1, ... ,n+ 1, that can be readily 
solved. Finally, we have 

~ " • ~ 1 (aN* ac* ) 
aC

l 
oE N~ Kko oC

l 
- pi' ~ 0 

aE* aE* 1 (aN* aE* ) 
aC

l 
"'2E ~ Kko aE - pi' 2E 0 

~ ... aE* ~(aN* aE*) 0 
aN aN ~ Kko aN -pi' aN 

o 0 0 Qko 

o o o 

o 

o 

o 

o 

o 

o 

o 

o 
o 

o 0 

o 
o o 0 Qko 

where K= Q/K> O. 
(3.8) 
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4. COMPATIBILITY OF THE PROBLEMS 3A AND 3B 

Our problem now is to find {P} such that AD> 0, A > 0, 
110> 0 and the problems 3A and 3B are compatible, thus 
to find explicitly the function IV introduced in 2C. We 
shall look for W in the form 

V(C l , ... ,Cn-uE,N,U;ai, ... ,a~_parr*) 

= In d3r~(ClO ... ,Cn_l,E, l/N) 

n-l 1 J 
-~ aTC1-(f'E-Y*-N+~koU"Ua. 

t=l 

If the transformation T is defined by 

~-C* ac. - i' , 
then indeed the necessary condition for an extremum 
of (3.9) is equivalent to (3.2), and (3.8) is equivalent to 
the second variation of V provided r* / /3* = P* and - ,$* 
=Kko> 0, Q= 1. Thus {Pph} is defined by (3.10), (3Aa), 
(3Ab), and by the requirement that V reaches its non­
degenerate minimum at fa. 

Now, if we require that Eth=Ind3rE(r), V th = fn~r[l/ 
N(r)J and C;,th= I d3r Ci(r), then 13* = -l/T. That im­
plies E* = - 1/ r, l,} is the local temperature and T is the 
thermodynamic temperature; P* =P implies N* =p, 
where p is the local pressure and P is the thermo­
dynamic pressure; aT = - (1/ T)(JJ.;,th - JJ.n,th) implies 
Cj = - (1/ r)(JJ.; - JJ. n ), where JJ.; is the local chemical 
potential of the ith component, and JJ.;,th is the thermo­
dynamic chemical potential of the ith component. On 
the other hand, from the thermodynamic meaning of 
aj, f3*, P*, we would obtain the physical meaning (in 
the relation to the thermodynamic observations and 
measurements) of CpE,N, U. 

The time development equations (3.1) together with 
Cj = - (l/r)(JJ. 1 - JJ. n), E* = -1/7, N* =p are the well 
known equations of fluid mechanics. 9 Our considerations 
served basically two purposes. (i) We have illustrated 
the general theory developed in Sec. 2 that applies to 
other dynamical theories of nonequilibrium statistical 
mechanics, namely to the kinetic theory discussed in 
the next section. (ii) The mathematical problem of the 
existence and uniqueness of the solution to the system 
of the linear partial differential equations (3.3) has 
been solved. In fluid mechanics, our discussion can be 
compared with at least two other, different, approaches 
to fluid dynamics. The first is the classical standard 
approach that starts by generalizing thermodynamics 
to the local thermodynamics, 9 the second is the ap­
proach developed by Coleman and Noll. 10 None of these 
alternative approaches to fluid mechanics has been fully 
extended to other dynamical theories of non-equilibrium 
statistical mechanics. I 
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5. TWO COMPONENT ENSKOG-VLASOV DYNAMICS 

A state of the system in two component kinetic theory 
is completely described by f~ (flO f2)' where ji: S1 x R3 

-lR., (1', v) - f;(r, v), i =- 1,2, R+ is the positive real 
line, r S1 is the same as in Sec. 3, and v denotes the 
velocity. The necessary differentiability of f will be 
assumed. All admissible f form a smooth manifold II. 
The involution!) is defined by Ct; (r, v), J~(r, v)) 1- {j; (r, 
-v), f2(r, -v)). 

The family of the time development equations for / 
considered in this Sec. is a straightforward generaliza­
tion of the Enskog-Vlasov kinetic equation discussed 
in Ref. 1. The even part R+ of R consists of the Boltz­
mann collision operators for hard spheres. 11 By using 
the well known properties of the Boltzmann collision 
operators, we easily obtain that the requirements 
(2. Aa), and (2. Ab) are satisfied, provided 

f* = lnf + F'(; C(J , (4.1) 

where ~ (I) is an arbitrary element of ff~ that is f';iven 
by 

(4.2) 

where <Pi: S1 - IR+ and /3: S1 - R+ are arbitrary, and rn i 
is the mass of a particle of the i - th component. F~ (fJ 
will be expressed later through the phenomenological 
quantities introduced in the vector field (see 4. 16). The 
vector field R*+ is in full detail 

R*+U*)= ", (
J'L un + J~ 12([t Ii)') 
Jf; ,2(N) + J1,21 U2~ft*) 

(4.3) 

where 

J"1,;Ut) = Bf[n1 (r), 112(1')] jd3
V1 exp(- Fri,l - Fri,I,I) 

x J (PK(g"K,,)[exp([t ' + ft:I) - expU: + IT)], 

where fr.I~/j(r,"';);fr.I"'lt(r,vI)' etc., and (v,vI ) and 
(v, vp are related by the two parameter family of linear, 
invertible, volume preserving transformations T.: R" 
X!R3 - IR3 X R 3 , where v' =v+ K(g"K,,), V~=VI - K(g"K,,), 
g = VI - v, K is a unit vector, and Bf are positive real 
valued functions of n; (r) = f rJ3V /; (1' , v). 

JtB ·.U*,· ,/*k f!!j.[111(r),n2(r)] f d"v. exp(- F'(; " - Fo*}) 
,IJ } J • J " 

x j d2K(g~~a)[exp(ft' + f7') - exp(ft + fn j, 

where (v;, v;) and (Vii v
j

) are related by the two-param­
eter family of linear, invertible, volume preserving 
transformations T 12 ,.: R3 x 1R3 

- lR' x IR': v;,=vI 

+N2K(J!c}K,,); v~='VZ-NIK(i'c,lKOI)' g21=VZ-VU N i c::.·2m/ 
(m l + 1Jl2 ), and Bfj = Btl are positive real valued functions 
of nl(r) and 112(1'). 

The odd part R- of the vector field R is f';iven by 
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J V,IUI) == ~ ~fl i d3r r f d3Vr-!- [VI( I r - rr I )]f I(rr, Vr), 
m l uV", n or", 

(4.4) 
where VI(r) is the long range part of the two particle 
potential of the ith component, 

JE,ljUpfj) = f d2
/C J asvj(g/IKy)K", 

(,.1",1.",»0 

x V12(lr l -rj !>fj(rj,v), 

V12 == V jj = Vjj is the long range two partial potential be­
tween the particle of the i-th and j-th component, and e: 
and efj are positive real valued functions of n1(r) and 
n2 (r). Thus, the phenomenological quantities P intro­
duced by the two component Enskog-Vlasov dynamics 
are 

4A. RESTRICTED PROBLEM OF FIXED POINTS 
The submanifold Hr has been obtained already in 

(4.1). FromR-rIH*+=O, we have 
o 

{3(r)={3, (4.5) 

where (3 is a positive constant. For n1 (r) and n2(r), we 
obtain 

O ani 2 eE anj 0 ef 2 
=-v",-~-- v'" jnl-~--v -no 

or", or", "'or",' 

i,j = 1,2, i"* j. In order to keep the notation as simple 
as possible, we have absorbed in the symbols eE in 
(4.6), the multiplicative factor (2/3)rr. One can see 
easily that (4.6) can be written in the form v",o/ or", 
<P1(n1(r), n2(r»=0, thus in the form <P I = iiI' that 
does not incluje derivatives with respect to the position 
coordinates [O!I are constants and <P I are functions of 
n1(r), n2(r)] if and only if 

el!.=~ 
1) on/mj ' 

(4.7) 

where eE is a real valued function of n1 (r), n2 (r) of 
class at least C3 and efi:= er By using (4.7), one can 
write (4.6) 

lnnj + efnl + ~~~ + nj efJ + t3(f d3r'[Vj( I r - r' I )nj(r') 

+V12(lr-r'l)n/r')))=';p i,j=1,2, i"*j. (4.8) 

The constants Il; are independent of nl(r), n2(r) but they 
can depend on {3. The position coordinates independent 
solution of (4. 8) is thus 

= (no,l({3m/21T)3/2 eXP(- t#m1V
2») 

fo-
no,2({3m:!21T)3/2 exp(- t{3m2V2 ) , 

(4.9) 

where no,uno,", (3 characterizing fo in (4.9) are related 
to O!u 0!2' (3 introduced in (4.8) by requiring that (4.9) 
is a solution of (4.8). 

4B. LOCAL DYNAMIC STABILITY OF fo 

By linearizing (4.3) and (4.4) atfo [taking into account 
(4.1)], one obtains the linearized vector field Po govern­
ing the time evolution of fo¢E Ho 

a¢ 
Tt==Po¢, (4.10) 

where H 0 is the tangent space of H at fo . Po = Fa + P~. 
From the standard properties of the Boltzmann colli­
sion operator, 11 we obtain that A1Fa is a self -adjoint 
non-positive linear operator, i. e. , 

- ~",nj a~", f d3r rV12( Ir-rrl )nj(rr), (4.6) A1Pa= [(A1Fa)11 (A 1Fa)12] 
______________________ ---.JI (A 1Fa)21 (A 1Fa)22 ' 

(4.11) 
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- [no,l(J3m/21T)3/2eXp(-tfimlV2) 0 ] 
A 1 -

o no,2(J3m:!21T)3/2exp(-t{3m2V2) , 

(A1Fa) ij¢; = ({3m/21T)3/2 exp( - t (3m;v~)[no . ~ I(K~t) + K~2) _ K(3) - K(4),,-. + n . eB .(K(5) _ K(7),,- ] 
, ", 1 1 i i '+', 0,) 0ti Iii '+' i , 

(A1Fa)jj¢j == ({3m/21T)3/2 exp( - t J3m;v 2)nO,j ~,/j (Ki6) - k\8) )¢j' 

Kit) ¢; = J d2/( J d3Vj (Vj - v;)",K",({3m/21T)3/2 exp(- t{3m;v:)¢j(v~), 

Ki2) ¢; = J d2/( J d3Vj (vj - VI)",K",({3m,./21T)3/2 exp( - t (3m .v2),,- .(v~), 
t J '+' 1 ] 

Ki3) ¢; = ¢j(V) J d3/C J d3V/Vj - v;)",K",({3m/21T)3/2 exp(- t{3mjvJ) , 

Ki4)¢; = J d2/C J d3V/Vj - v j)",K",({3m/21T)3/2 exp(- t#mjv:)¢/Vj ), 

Ki5)¢j = J d2/( J d3Vj(Vj - v;)",K",({3m/21T)3/2 exp(- t (3mjV~)¢/vP, 

Kl6) ¢ j = J d2/( J asvj(Vj - Vi)",K",({3mJ'/21T)3/2 exp( - t (3m.v 2)¢ .(v~), 
J J J J 
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K~7)¢j = ¢j(V j ) J d
2
K J d3V j (Vj - V j )"K,,(f3m/21T?/z exp( -l fimjvJ), 

K~8)¢j = J d2
K J d3

V j (Vj - Vj)",K" (f3m/ 21T )3/2 exp(- ifimjvJ)¢j(v
J

), 

i,j=I,2, iiej. The transformations T. relating (vpv) 
and (v~, Vj) are used in K(l), ... ,K:4

), and the transfor-
mations T1Z " are used in K~~), ... , K~8), ~ .. = ~. If' 

,'" t 1, t) 1] 0 

By linearizing R- at fa, we obtain 

__ [(P;;) 11 (P;;)12] Po-
(P;;)Zl (P;;)22 ' 

where (P;;)ll = D + Qp (p;;)/j = Q/j' 

Q.=n .[eE .(DC(Z) -C~Z)D)+ eE .DC(Z) 
J O,t 0,1 i I 0" t 

+ (3/41T)e~,jD;1) + /3DC;l)C: Z)], 

Qj . = no .[ eE
o . . (DC(2) - C(Z) D) + 8

0
E •. DC w 

J ~J ,U J J ,1.J J 

+ (3/ 41T)e~,jD;Z) + /3Dc;l)cgT 

We have used the notation 
o 

D=-v --'" or,,' 

x exp( - imji3v~)(vl - v)yKy K,,¢(r, vil, 

cg)¢j=J d3rlVlZ(lr-rll)¢j(rl>v), 

eo
E 

•. =8If·I, 
,1.) t) fo 

(4.13) 

i,j = 1 , 2, i"* j. In the operator s D<l) and D(2) the tr ans­
formations T. and T l2 ,. are used respectively. 

Following the arguments of Sec. 2B, taking into ac­
count the properties of the Boltzmann collision operators 
(4.Aa), (4.Ab), we shall look for the nonsingular self­
adjoint positive definite operator A, (.9A.9=A) such that 
AP~ is self-adjoint and nonpositive and AP~ is skew-ad­
joint. Since we know already that AlP~ is self-adjoint 
and nonpositive, we look for A = AlA2' where 

A2 = rA
2)U (A 2\2] , (4.14) 

~A2)21 (A2)22 

(A 2 )/i = 1 + Ail such that AiiPa = 0 and (A2)ijP~= O. 

From (4.12), one obtains 
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(A2 )l/ = 1 + no)2Bg,j + e~,l + /3C;1)]C;2) , 

(A2 ) •• =nO .[2eo '+ 80
E

j .+!3C(1)]Cl(22). 
fJ ,1 ,11 , J J 
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lone can check easily that indeed AP~ fs self-adjoint and 
nonpositive and AP;; is skew-adjoint. 

4C. COMPATIBILITY OF THE PROBLEMS 4A AND 4B 

Our problem again is to find a function V such that 
Eqs. (4.2), (4.5) and (4.8) are equivalent to the neces­
sary condition for extremum of V, and the operator A 
obtained in (4.11) and (4.14) equals the second deriva­
tive of V at fa. It is easy to check that the function V 
satisfying these requirements is 

V {fl>fd3, Cll> t:t2l= i d3r f d3v R!? (fj Inti 

6fJE l Q." 2 l f 3 + fjr;:;;- + 2f>"'jV I j - CiJj + 2{3 d r l 
, Q 

X f d3Vl[Vj<lr-rll)fj(r,v)fj(rUVI) 

(4.15) 

I':i j = <ii + iln(f3m/ 21T). The necessary conditions for V 
to reach its nondegenerate minimum at fa is equivalent 
to positive definiteness of A. We would like to point out 
that the two component Enskog-Vlasov dynamics has 
the structures introduced in Sec 2 only if e~ are gener­
ated from one function, e E

• The choice of Vi and V l2 is 
restricted by the requirement that C;Z) and cg) are 
bounded. By comparing (4.15) with (2.4), we have 

( II f 3 f 3 ~ l5e
E 

S J I = d r d v ~ fi lnfj + fj -"-. - . 
n 1=1 un i 

(4.16) 

The transformation T (see 4.1) is now defined as 

f * _I5S(1! 
- of . (4.17) 

Thus, the unknown in map Po (I! (4. 1) is now obtained 
in terms of e E

. If we assign to fi, I':i u Ci 2 the usual 
thermodynamic meaning, [i. e., p= 1/ T, Ci i = 11/ T, 
where T is the temperature and Il j is the chemical po­
tential of the i-th component] then V th = y=p/3: p denotes 
the pressure, and the thermodynamic inner energy 
equals 

2 

66 f d3r J d3v(~njv%.i + 113 I (Pr l 
1,j:::2 Q n 

X I d 3v t [V; (\ r -rII) fo,;(r, v}j~)rl> VI) 

+ V 12 ( I r - r 1\ )fO,j(r, v)fo,j (r 1, Vt )], 

and the concentration of the ith component equals 

I d 3 r J d 3v fO,j(r, V)C~ I d 2r J d3vfo)r, v») _t. 

This section basically served two purposes, (i) We 
have illustrated the general theory introduced in Sec. 2. 
(ii) We have proven the existence and uniqueness of the 
solution to the system of linear integro-differential 
equations (4.10). Results of this section will be used in 
the next paper3 for an investigation of the relationship 
between two component Enskog - Vlasov dynamics and 
the two component fluid dynamics. 
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Long time behavior of solutions to the linearized two 
component Enskog-Vlasov kinetic equations 
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Fluid dynamics is obtained from the study of the long time behavior of solutions to the two component 
Enskog-Vlasov kinetic equations. Both thermodynamic and dynamic phenomenological coefficients of fluid 
mechanics are expressed in terms of the phenomenological quantities entering the Enskog-Vlasov-type 
kinetic equations. 

1. INTRODUCTION 

The general discussion of the relationship between 
thermodynamic and local dynamic stability developed in 
Ref. 1, is used in this paper to investigate the relation­
ship between the two component Enskog-Vlasov dynam­
ics and the two component fluid dynamics. The method 
developed for the one component systems2

-
4 is followed 

closely. Since the problem is well defined from both a 
physical and mathematical point of view, it can be dis­
cussed rigorously. No ad hoc relations among the state 
variables of kinetic theory, fluid mechanics and thermo­
dynamics are needed. This type of relation appears as a 
result. A single calculation gives both dynamic and 
thermodynamic phenomenological coefficients of fluid 
mechanics, expressed as functions vf the phenomenolog­
ical quantities of kinetic theory. The results for the one 
component systems4 reproduced the van der Waals type 
critical phenomena for dynamic and thermodynamic 
phenomenologic al coefficients. The critical phenomena 
derived from the results of this paper will be discussed 
in a subsequent paper. 

If the Enskog-Vlasov type kinetic equations are re­
duced to the Enskog equations only, then our results can 
be compared with the results obtained by using the 
Chapman- Enskog method. 5,6 

2. DESCRIPTION OF THE METHOD 

In order to explain the main idea of the method, we 
do not need all details of kinetic theory and fluid 
mechanics. The general description immediately sug­
gests a possibility of applying the method in the context 
of other dynamical theories of nonequilibrium statistical 
mechanics. All details of the two component kinetic 
theory and fluid mechanics can be found in Ref, 1; all 
details needed in this paper will be introduced in Secs. 
3 and 4. 

Let fW completely describe a state of a class ( of 
two component physical systems. The complete descrip­
tion means complete with respect to the set of observa­
tion and measurements 0 (i), the results of which form 
the empirical basis for the dynamical system indexed by 
i, The index i = 1, will denote kinetic theory; i = 2, 
fluid mechanics. All admissible states (with respect to 
O(i» form asetH(i), We assume l thatHW is a smooth 
infinite-dimensional manifold locally topologically iso­
morphic to the Hilbert space L 2 • It is assumed more­
over, 1 that an involution..9 (j): H (j) - H (j) is defined for 
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i = 1, 2. The subset of H (j) that is invariant with respect 
to.9 (/) is denoted H( i)+, its complement HW -, 

The experience from the set of observations and mea­
surements 0 (j) is summed up in the time evolution 
equation, 

rif(i) 
~ =R(I)f(i) 

at ' 
(1 ) 

where R (0 is a class of vector fields (i. e., the maps 
HW- TH w , TH<O denote the tangent bundle ofH(j) 
that generates the time development of fW parametrized 
by a set of phenomenological quantities p(j). We shall 
define(RW± = HR(i) ±.9 (0 R W Ji <l», 

The complete solution of (1) consists of the set 5 (i) of 
all traj ectories passing through all f(1) E H (0 for all 
f (i) E P (i). Intuitively, the mathematical procedure 
involved in the derivation of fluid mechanics (i = 2) from 
kinetic theory (i = 1) is the "pattern" recognition in 5 (1) • 

The "pattern" in 5 (1) will be characterized by f(2), its 
time development will be governed by R(2). The phenom­
enological quantities P(2) will be expressed in terms of 
P(1) • 

We have shown1 that thermodynamics is obtained by 
recognizing the pattern of locally stable fixed points in 
5 (1) or 5 (2). Discussing this pattern recognition, a 
function Vii): H (i) x U - lR; VW (/ 0 ;au ... , am) = s(/) (fO) 

+2::
1 

ajvji> (j(i», is naturally introduced. 1 sW:HW 
-iii vW'H<i>-lR i=1 2' Uis an open subset ofRm , j • " , 

(m = 3 for two component systems); elements of U are 
the intensive thermodynamic parameters (thermody­
namic fields in the terminology of Griffiths and 
Wheeler7) characterizing the equilibrium states. The 
thermodynamically stable fixed points f~2 are identified 
with the dynamically stable fixed points that appear to 
be exactly the nondegenerate critical points of V<i>, The 
thermodynamiC potential am+l = am• l (aI' ... ,am) is defined 
as o",.l=W<i)(f~)(al> .. "a",);Ol> ... ,am)' wheref~~) is a 
critical point oiW(n (1. e. , W(n reaches its maximum or 
minimum at fn). The thermodynamical conjugate Sj of 
aj is defined as Sj=aa",+Jaaj , thus, from the definition 
of a l' Sj=v(j)(f(O), The identification of li}(1)(f(l) and 

m+ J eq . 

vj2) (j (2») immediately leads to information on the rela-
tionship between f(l) and f(2), All details of this pattern 
recognition can be found in Ref. 1. 

Let foU> be independent of the position coordinates and 
represent a stable (both thermodynamically and dynam­
ically) equilibrium state. H6i> denotes the tangent space 
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of HW at fci°. The time development of the elements 
IP w of Hci il is governed by 

a,f,(j ) 
_'+'_=p(/),f,(/) at 0 '+' , 

(2) 

where pci° denote the family of the linearized vector 
fields RW, evaluated at fo(/) and parametrized by P(O 

and by the parameters aJ , j = 1, ... ,m, that are needed 
to specify fow. From (2) and the requirement of the 
local dynamic stability of foil (foO is locally stable if and 
only if the norm of IP(f) is bounded for all positive 
times), the linear operator A <0; Hci0 - Hcill is obtained. 
A W equals the second derivative of VW with respect to 
f<O evaluated at fo(I). The operator A(/) is bounded, 
self-adjoint, positive definite, i. e. , jI (i) A <OJ (i) =A <0. 

Moreover, if Hci il is equipped with the inner product 
(IP,1jJ)(!) = (IP,A(I)1jJ), where (, ) denotes the standard 
inner products in L2 space, then p~o. is self-adjoint 
and nonpositive and pci°- is skew-adjoint. 

Let S~/) denote the set of all trajectories of dynamical 
system (2). The pattern recognition in S Jl) leading to 
the local fluid dynamics is the following. Let Hci l

,2) 

C Hci l ) have the following three properties; (i) Hci l ,2) 

- H~/), where - means isomorphism such that the norms 
in Hcil ,2) and Hci2 ) define an equivalent topology, but the 
norms themselves are not necessarily equivalent. (ii) 
H~l,2) is invariant with respect to the time development 
generated by pcill • (iii) Hci 1

,2) is asymptotic in the sense 
that Hf/,2) characterizes the long time behavior of tra­
jectories; if for example, the part of the spectrum of 
Pal) that is closet to zero consists of the point spectrum, 
then the corresponding eigenfunctions will be used to de­
fine Hril' 2) • The local fluid dynamics is obtained as the 
local kinetic theory dynamics restricted to Hri1

,2) and 
represented in Hci2, 1) that is completely isomorphic 
(i. e., also the norms are equivalent) to H~2). The only 
difficult problem of this pattern recognition process is 
to find Hci1

,2). Everything else, including the problem of 
finding the space HJ2,l), is in principle, a simple prob­
lem. It should be pointed out that the space Hci l

,2) with 
the properties (i), (ii), (iii) introduced above does not 
necessarily exist. The spectral theorem for the Fourier 
transform of pcill (Sec. 3) guarantees the existence of 
Hci l ,2) and also shows a method for finding it. 

3. THE LOCAL TWO COMPONENT ENSKOG­
VLASOV DYNAMICS 

A state of the class C of two component systems is 
described in kinetic theory by fIll E (fvf2)' fl: 1R3 X1R3 

-ffi', (i=1,2); (r,v)l-f;(r,v); r,vdenotes the position 
vector and velocity respectively, ffi+ denotes the positive 
real line. (lIhe involution..9 (1) is defined by (jl (r, v), 
f2(r, v» JlI- (jl (r, - v), f2(r, - v»). The function WIll ap­
pears to bel 

W<l){f(1); P, au (
2

) 

=/d2rfd3vL! l;/filnfj+fj~e +t(1m)v2fj-ath 
J_lk-l\ ul1) 
j~ ~) 

+t (:3 f d 3r l f d:JvJV/!r - r2 r )fj(r, v)fj(ru VI) 

+ VJk(r r - rll )fj(r, v)jk(rl , VJ ]) 
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We have used the notation n,(r):::! d3vfJ(r, v). The non­
degenerate critical point fo(1) of \V(l) that is, moreover, 
independent of the pOSition coordinates is fo(1) 
'" (fo,l ,fo,2); fo,! = no (/3m/2rr)3/2 exp(- t(1Jv2); j = 1,2. 
The quantities nO,I' no, .. , p are positive constants. Since 
fO(l) is a critical point of V(1), we obtain relations be­
tween nO,I> no, .. and 0' 10 a 2' The thermodynamic potential 
y = Y(fl, 0' I> Q' 2) is 

Y= V(l) (jcil)(pu au 0'2); PI> 0' 10 0'2)== 6 26 (no,j + (no,J)290oJ , ,k·l 

+t{3(nO,J)2Vo,J +tf3no,jnO,jVO,Jk). (4) 

The thermodynamical meaning of fl, a J' Y is the follow­
ing: p= l/T, T is the temperature; a j = i311" !lJ is the 
chemical potential of the jth component; Y= (3p, P is the 
pressure. By using (3), the thermodynamical conjugates 
of a), f3, and yare expressed in terms of f (1). Thus, 
the kinetic theory state variable f (1) is related to the 
thermodynamic state variables. The phenomenological 
quantities p (1) introduced by the two component Enskog­
Vlasov dynamics are pIll ={e, VJ' VJk = VkJ ' m j , and the 
phenomenological quantities introduced of the hard 
sphere Boltzmann collision operators; j, k = 1,2, j oF k}. 
e is a real valued function of n1 (r) and n2 (r) of class C3 • 

The quantities 9j and 9Jk appearing in R(l)- [see (6)] are 
defined by 9j =(li2e/linj linj ); ejk=(li2e/linJlink); j,k=1,2, 
j oF k. Vjk are the long range interaction potentials be­
tween the particles of the jth component and the particles 
of the first and the second component, respectively. The 
mass of the particles of jth component is denoted by m j' 

The two component Enskog-Vlasov dynamics is 
linearized at fo(1). By IP(l) we denote elements of the tan­
gent space fiJI) of H(1) at fo(1) on which the linearized 
dynamiCS [Eq. (2) with i==l] is defined. By IP(k,v) 
'" (IPI (k, v), tP2(k, v», we shall denote the Fourier trans­
form of 

IP(r,v)=(IPl(r,v),1P2 (r,v», Le., 

IPj (k, v) = 1/(2rr)3/21 d 3r exp(- ikr)IPj(r, v); 

j=1,2 and i denotes the imaginary unit. 

The vector k is fixed, k= (O,O,k). In order to simplify 
the notation we shall write IP/v) instead of IP,(k, v). The 
space HJl), on which the linearized Fourier transformed 
(with k fixed) two component Enskog-Vlasov dynamics, 
is now defined as a complex Hilbert space whose ele­
ments are IPj:np-a:; (v) I- IPj(V), j=1,2. The inner 
product < 'ii, 1jJ) (1) in Hci 1 ) is defined by (IP, 0) (1) = (IP,A (1) 1jJ), 
where (</>, >jJ)'" (IPI> I/!l) + (IP2, 1J2) denotes the standard inner 
product in the a:L2 space. Instead of considering Prill in 
Hci l

) , it will be convenient to consider A (1) P61 ) in the 
<I:L2 space. 

The operator A (1) is l 

[
AW AgJ 

A (l) -
- A(1) AU)' 

21 22 

where 

An) IPj = (f3mj/2rr)3/2 exp(- t Pm)V2) 

x [nO,j +wj (nO,j)2! d3yI(Pmj/2rr)3/2 

x exp(- t PmJV~)IPj (VI)]' 
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Aji) rt>l = «(3m /21T)3/2 exp(- f,j3m jv2)nO,jnO,Jwjl J d3v 1 Wnz!21T)3 / 2 where vJl (1') are real valued functions such that Vii (v) 
- /' for l' - J) , 

x exp(- f, {Jrn! v;) rt>, (v!), 

W} = 2BO,j + BO,j + pVO,}, 

wJl =wu = 2Bo,Jl + eO,jl + j3VO,}I' j, 1= 1,2; j1' 1. 

The operator A (1) is bounded, self-adjoint and positive 
definite if and only if fo(l) is locally dynamically stable. 
The operator A (1) prill equals the sum of the odd part 
A (1) pcil )- = kB l' and the even part A (1) Pcil )+ =Bo. 

where: 

(A (1) pcil)-)jjrt>jI) 

= kB 1:::= (f3m/21T)3f2 exp(- f,f3m jv2)(- ikno) 

x [v3<t>jl) +no,}(Bo,j + eO,} + (3Vo,) J ~/({3m/21T)3/2 

xexp(- f,(jrn}v;)(v/ + V)3<t>Y) (v/) + (3/41T)nO,jeo,J rfl{ 

x J ds" [(f3m /21T)3(2 exp(- f, (jrn jvi)(v - v /)ijl{ijI{3cf:>?) 

X (VI - K(VI - v)"I{)]; 

(A (1) Pcil)-) jl <t>i l ) = «(jrn / 211 )3/2 exp(- f, 13m jV2)(_ ikno, jno'!) 

x [(Bo,j/ + 80'il + pVO,j!)J rfV!«(jrn/211)3/2 

xexp(-f,{3m,V~)(vI + V)3cf:>,(l)(vz) + (3/41T)BodJ rfK 

xJ ~! ({Jrnz!21TP/2 exp(- f, (Jrn,V~) 

X (v - v, )ij/{ij/{3rt>jl){V, - (2m/m l + m2 )[v/ - v)",/{O/l)]; 

j,l=1,2, j1'l. In (6) we used the notation Bo,j=c?e/ 
i'm/Snj , BO,} = 15 3e/15n/mj15n j , BOd! = BO,!!:::= 15 2e/ 15n,15n} , 

?( - 3 
ttO,j! = Bo,1i = 5 e/15n/15n/15nj + 15 3e/15nj 15nj 15n, . 

All derivatives are evaluated at (nO,l' nO,2); j, 1 = 1,2, 

(6) 

j * l; V Od :::= J d3r' V / I r - r' I ), Vo. JI = f ~r' VJI (I r - r' I ). 
The operator A (1) pcil>- is a skew-adjoint (in ([;L 2 space) 
linear operator. 

The operator A (1) pcil ) + is the symmetric linearized 
Boltzmann collision operator for the two component hard 
sphere gas. 1 We shall not need its explicit form, 1 only 
its properties that can be easily obtained from the well 
known properties of the Boltzmann collision operator5 

will be used. (i) The nullspace Ho of A (1) pi/>+ (i. e., Ho 
""{ <t> E: Hci l); A (1) pcil )+ <t>:::= o}) is the six-dimensional Hilbert 
space spanned by 

(1) (0) (mlv2) (mlv\ 
0' l' m 2v2

' m 2v r 
(ii) The operator A (1) pJlh, is self-adjoint and negative 
definite in the complement Hcil)e of Ho in Hci l ). (iii) 
A (1) pril )+ =K - N, where K is a bounded and compact 
linear operator, 
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Now, we can prove for A (1) pcil), the familiar spectral 
theorem. 2, 8-10 The residual spectrum of A (1) pci 1 ) is emp­
ty. The halfplane Rew> ° belongs. to the resolvent set; 
in the region - Vo ,; Rew,; ° there can lie only points of 
the point spectrum, 

° < vo:::= min{nO,l[nOolv/i (v) + nO,jvU (v) l}. 
i, v 
ii-j 

If k is suffiCiently small then the sixfold degenerate 
eigenvalue w = ° of A (1) pci1

)+ = (A (1) p~l» I k=O splits into six 
eigenvalues, Wi' i = 0,1, ... ,5, that are the closest to 
zero spectral points of A (1) pJl). The values of WI and 
the corresponding eigenfunction 01 , i = 0,1, ... ,5 can 
be calculated by using the standard perturbation method. 
The perturbation series is convergent for k suffiCiently 
small. 

The proof of this theorem follows the arguments used 
first by WingB and McLennan. 2 The arguments are based 
on the theorems of Weyl, Kato and Rellich9 (see also the 
proof of Theorem 3 in Ref. 10). 

4. THE LOCAL TWO COMPONENT FLUID DYNAMICS 
A state of the class C of two component systems is 

described in fluid dynamics by 1(2) "" (C" E, N, U), where 
Cl' E, N are functions 1R3 -1R+, (r) r- C1(r), etc., U: 
1R3 - 1R3 , (r) f- U(r). The involution..9 (2) is defined by 

() (2) 
(C" E ,N, U) Y...- (Cl> E, N, - U). The function V(2) appears 
to bel 

V(2)(f(2); 13,')1,0) = J d3r~(2)(f(2» + j3E +')I(1/N) 

+ (1/2)i3l!"U", +15C); 
(7) 

where 13, y have the same meaning in thermodynamics as 
the same symbols introduced in the Sec. 3, 5 :::=Ct'2 - Ct'1' 

By using (7), the thermodynamic conjugates of 13, ')I, 5 are 
expressed in terms of j<2), thus, f(2) is related to the 
thermodynamic state variables. The position coordinate 
independent equilibrium state 10(2) "" (CO• l , Eo, No. 0) is the 
nondegenerate critical point of V(2). Thus, we have the 
one to one relations between the positive constants 
CO,l' Eo, No and 13, y, 5. In order to simplify the nota­
tion, we shall write 10(2)", (Cl>E,N.,O). The phenomeno­
logical quantities P(2) introduced by the two component 
fluid mechanics areP(2)={T,L,,,?,,,?,}, whereTis a 
map 

(C1(r), E(r), N(r), U(r» 

"='(q(r), E*(r), N*(r), U*(r», L=(d A12) 
A12 A22 

is a nonsingular positive definite matrix, its entries are 
functions of /,2): 7), "?V also depend on /,2) and,,? > 0, (t"? 
+ 7)v) > O. The map T is related to 5(2) by the relations 
OS(2)/rJC,=Ct, oS(2)1aE=E*, (1S(2)/(l(liN)=N*E*. 

The two component fluid dynamics is linearized at 
fo(2). By <t>(2), we denote an element of the tangent space 
Ha2 ) of H(2) at Jo(2) on which the linearized and Fourier 
transform [with fixed k"" (O,O,k)] is defined. Hci2 ) is a 
six-dimensional complex Hilbert space. The inner pro­
duct <<t>, 0)(2) in H62 ) is defined by < cp, l/!) (2) = (<t>, A (2)0), 

where (<t>, 0) denotes the standard inner product in a six­
dimensional CIL

2 
space. The operator A (2) isl 
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(8) 

T=-I/E*, A = (I/j3)Ci, p=N*; the indices c1> e, n 
mean differentiations with respect to Cl , E, N respec­
tively. All derivatives are evaluated at iO(2). The opera-
tor, pci2

)+ equals 3 3 

1 [j3L:A~~) ;J}3 
P (2)+ _ _ ,-2 (9) 

o - - M rr 0 L
2

} 3 ' 

where 

Lu~[r" '" 0J {"'+"' 0 n A22 0 , L 22 - ~ 11 
o 0 0 

The operator, P62 )- equals 

0 0 0 0 0 0 
0 0 0 y/ j3 0 0 

p(2)- _ _ ik 0 0 0 ~ 0 0 
o - M 

PCl p. Pn 0 0 0 

0 0 0 0 0 0 
0 0 0 0 0 0 

5. SPACE Ho (1.2) 

In addition to the notation introduced in Sec. 3, we 
shall use 

Ml +M2=M, Ml =MCl' M 2=MC2, 

(10) 

N i =2m
i
(m l +m2)-1, i=I,2, N=2ml m 2(ml +m2)-1, 

r i =rlo,;+(rlo.i)2wi , i=I,2, r12=rlo.lrlo.2w12=r2l' 

(11) 

r 12C2 - r 2Cl =R2, C~l - ClR 2 =D, al = -MR/r, 

~=MR/r. 

The nullspace Ho of A (1) P~l)+ is the six-dimensional 
Hilbert space spanned by (see Sec. 3) 

(12) 
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The vectors hi' i = 0,1, ..• ,5, form an orthogonal basis 
l'n Hie (h. ,hs>='" 10'J' where,{ =[~/r)D,D, 

0' • ',., (1) 
3/2Q2n I/W I/{3M I/i3MJ. Hereafter ( , ) means ( ,) . 

}J, }J,' (t) (1) 
The spectral theorem (see Sec. 3) for A Po allows us 
to find H~t.2) by applying the standard perturbation 
method. The perturbation k B 0 = ikA (1J P~ 0- (k is a small 
parameter) will bring about splitting of the sixfold de-

f B A (1)P(t)+· t . . generate eigenvalue W == 0 0 0 == ° 10 0 SIX eIgen-
values wo, Wj, ••• ,W5 that are the closest to the zero 
spectral points A (j)p~j). The corresponding eigenfunc­
tions will be I/Jo, ••• ,1/J5' We shall calculate wo, ... ,w5 up 
to order k2 , and I/Jo, ••• , I/Js up to order k. The calcula­
tions are simple in principle, so that we shall write only 
the results. 

where 

Xl2
.0) == - (I/2j3)[3n i +n~Bi + NlN2nln2B12 

+ 2N1(I- Nf)nln2B12], 

X;2.l) =mi(ni +tn7Bi + iNlN2nln2 B12), 

(13) 

Xi 3• 0 ) = (1/ {3)[n~(Bi + 8; + {3Vi ) + nln2(B12 + 812 + {3V12 ) 

- (1 - NJ)nln2B12], 

Xi3
•

l
) = mi(ni + ~n~Bi + tNJnln2B12)' 

(3.2) (~2B ~N B) '-12 .*. XI = m i Sni 1+ S jn l n2 12' t - , ,J to 

We have simplified the notation by writing nl' B1> ••• , 
etc., instead of no. 1 , BO.1> ••• , etc. By using (13) one 
gets 

Wij =(hi, Blhj ) = WJi' 

WiJ = 0 except for W03 = - t(l/ fl), 

W13 = - i(l/ flM)(Rl + R 2 ), 

W23 = - i(l/nM~)(nl + n2 + n~Bl + ~B2 +n1 n2B12). 

The eigenfunctions I/J i' i = 0, ... ,5 that span H U •2 ) are 

I/J i = l/JiIJ + kl/JllI) + kl/JiIIIJ • (15) 

:piI) lie in Ho and are written in the basis {h;}, i=O, ... ,5: 

(I5a) 
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1jJ~1) = (l/I~I»U (l/I~I)2' (l/IJI)3' 0, 0, 0), iJ;!I) = (0, 0, 0, 0, 1, 0), l/I~l) = (0, 0, 0, 0, 0, 1), 

where 

(iJ;II»l =M23 - (K j - M22 )" 1 W13 Wos' (iJ;!I)2 = (Kj - M22)("o Wi3 + "1 Wo;) , (iJ;!O)3 = -M23 WO/W23 - (K j -M22 )W13 W23 ' i = 2,3, 

Continuing the calculations of iJ;1' we have 

iJ;~II) = B~lX2' 

where 

Xo= (- AA - BI)iJ;o, Xl = (AA - B I)1fJl' 

x2=-B l1fJ2' Xa=-BI1fJa, x4=-B l1fJ4 =X5' 

(15c) 

(15d) 

and 1fJ!lI) are orthogonal to Ho' The functions Xi can be 
written explicitly by using (13). To obtainB~lXj one has 
to solve the system of integral equations involving the 
Boltzmann collision operators. The term k1fJ~IIl) in (15) 
is an arbitrary vector of Ho' We shall write 

(15e) 

where g}=O for i=j, and for i=4,5 and all j, and j 
=4,5 and all i. The twelve remaining coefficients gj 
are unknown and will be specified later in Sec. 8. 

The eigenvalues wo, ..• , W5 are 

Wo = wk 2 - ikA , 

WI = wk2 + ikA , 

w2 = C{2 i>I(M22 ia + Ma3i2 + f), 

W3 = (,{~2;3)-l(M22;'~3 + M3a;'~2 - f), 

w4 = W5 = (-V 4)-IM44 , 

where 

i,j=2,3, 

Mii= (XpB~IXi)' i=4,5, 

Xj= -B};p i=2,3, 

h2=(I, 0, -WoJW23' 0, 0, 0), 

(16) 

~uCh that the time development of aj =( cp(1), CPt), derived 
from dcp(!) I dt::= P61 ) cp(1) restricted to H6l ,2) , will be iden­
tical to acp(2)/at::=P62)CP(2) with P62) in (9), (10). More­
over the inner product in the space spanned by {aj}' i 
= 0, ... ,5, induced from the inner product in HAl) will 
be identical to the inner product in H62 ) , thus (A (2) )-1 

'" « CPj, CPj»' In order to identify Hci2
) to the space spanned 

by {a j }, i::= 0, ... , 5, we have to find { CPI}' j::= 0, ... , 5, 
such that the involution!J (1) induces the involution!J (2) 

(notice also that Hci2 ). is spanned by vectors, Hci2
)+ by 

scalars). By using (13), we easily obtain a(hocp(2» lat 
::= - ikM(h3 , cp(l». These considerations suggest the 
follOwing choice of {cpj}: 

CPo = (KI ,K2 ,0, 0, 0, 0), 

CPl = (K3 ,K4 ,tYM ,0,0, 0), 

CP2 = (1 , ° , ° , ° , ° , 0) , 

CP3= (0,0,0,1,0,0), 

CP4= (0,0,0,0,1,0), 

CPo = (0,0,0,0,0,1). 

The functions cP in (17) are written in the basis {hi} de­
fined in (12). The four coefficients Ku." ,K4 will be 
specified later. The matrix A-I", «cpp CP) is readily 
obtained 

A-I =[A;~ ° ] ° A;~' 
where 

1[100~ A;~=(jM 010 , 
001 

(18) 

-ha=<.42W03W13' -;'OW2;-;'2W~, J.oW12W2a, 0, 0, 0), and 

(hphJ)=i/)lJ' i,j=2,3, r 
KIKs+K~4M Kl 

f) 2 =M222:~ + M323.i~ + 2.4~2;'~3(2M223 - M 2#3S), 

w= (-VO)-l(Xo,B;/xo)= (-Vl)-l(XI,B;jlX)' 

The last equality follows from -V 0::= -V I and from 1fJl 
= j (l)1fJo =..9 (A) iJ;o, where..9 (1) is the involution defined in 
Sec. 3 and j (A) is the tranliformation j.nduced by A -
- A. In (15), we used K2 = '" 2W2; Ks = ;. 2WS' 

6. SPACE Ho (2,1) 

Now, we look for HJ2,1) with basis CPI' i=O, ... ,5 
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A-I _ ;. 1M KKK 1:(" r 
11 - r I 3 + 2"4 M K;+;; (~+2~2 ~n",) Ka 

Ks 1 

The inverse A, of A-I that should be identical to A (2) is 

(19) 

where 
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A22=j3Mr~ ~ ~J, 
~ 0 1 

{2j32/3)Mr 
All = Kl (Kl -1) + IG{r/M) 

3 n 
K! + 2j32 M2hl -K~4 

{All )1 =K~.j(4 - KIK! - 3n/2j32M2,,: 10 

(AU)2 = IG~ + K2~ - 2KIK~.j(4 + (3n/2j32M2,,: 1) 

X[IG + {r/M)IG - {r/M)K2~]. 

We have to know how to express {<Pi} in terms of{wJ 
and {Wi} in terms of {<pJ, i = 0, ... ,5. Since we know 
both {<p/} [see (I7)] and{wJ [see (I5)] we find 

5 

<Pi = 6 O'j1J!J , 
j=O 

1/!/=6&J<PJ' 
J:O 

where 

(0';) :; 0' = 0' (I) + k 0' (II), (&J) :; Ii (I) + ka (II) , 

a (II) = - iO'g, 0; (U) =iga 

[we have used the notation g= (gJ) -see (15e)] and 

(I)_[(O'(I)ll 0 ] 
0' - «(I)' o 0' 22 

QlO 
0 

0'1 
0 

0'2 
0 -O'g 

(0' (I»11 = 
0'0 0'1 0'2 0 

, 0': = (\III )-1( 1/!~I), <P J) . 
2 2 2 

QlO 
3 

0'1 
3 

0'2 
3 0 

Using (15) and (17), we obtain 

O'g= (\110)-1;, 1,{2(KIW023+K2W03W13)' 

(20) 

O'~ = (q, 0)-1,.{ 1h 2[K3 Wa~ + K4 W03 W13 + (n/M)W03 W23 ], 

O'~=(\IIo)-lh 1/.2W023' Qlg=(q,0)-1;'1,{2h3AW03' etc., 

(1) [1 OJ 
0'22 = 0 1 ' 

[(-(1» 0 ] lim = oQl 11 
(a (I) )22 ' 

-0 
0'0 

-0 
Ql o 

-2 
0'0 

-3 
0'0 

-0 -0 -2 -3 
Ql 1 0'1 0'1 0'1 

(0; m)l1 = -0 -0 -2 -3 
0'2 0'2 0'2 0'2 

(0; (I) )22 = [~ ~ J. 
The quantities a j can be readily obtained since ;y m is 
clearly the inverse of 0' (I). We mention only that O'~ 
= -I/2Q1~. The two component Enskog-Vlasov dynamics 
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restricted to Hci1 • 2 ) and represented in Hci2
•

1
) is now 

da =Ba 
dt ' 

or in components 

da/ 
""""J1=BiJa p 

where 

the bar means the complex conjugation. 

7. COMPARISON OF B- ANDP~2)-

(21) 

We shall see that the comparison of the odd parts of 
B [see (21)] and pci2 ) [see (10)] allows us to find K10 K 2 , 

K
3

, K. and thus to find A (2) (i. e., the thermodynamic 
phenomenological coefficient of fluid mechanics) in 
terms of the phenomenological quantities of the Enskog­
Vlasov dynamics. The comparison of B+ and pci2 )+ that is 
done in the next section will allow us to find the twelve 
so far unspecified coefficients gj, and the dynamic 
phenomenological coefficients of fluid mechanics in 
terms of the phenomenological quantities of the Enskog­
Vlasov dynamics. 

By using (20), (16) and (21), we obtain 

B~3 = (II h 3)(K1 W03 + K2 WI,)' 

B~3 = (1/": ) (K3W03 + K. W13 + (n/M)W23) ' 

B;3=(I/h)W03' B;o=2AagQl~, 

B;I=2AiY~O'g, B~=2AQ~O'g. 

(22) 

All remaining Bii (i.e., BiJ proportional to 1?) equal 
zero. By setting (22) equal to (10), using (4), (8), and 
(19), one obtains five equations for four unknowns 
K 1 , ••• ,K4 • This system of equations has one solution 
(one equation is redundant which serves also as a check 
of our calculations). The solution is 

K1 = - (1/ MD)C1C2(R 1 + R 2 ), 

K
2

= (l/D)C 1C2 , 

K = - (l/'V/2D)det[k1 RIJ 
3 . J k2 R2 ' 

K4 = - (I/MD) det [~~ :~} 
where we used the symbols introduced in (11) and 

k1 = [(I-NJ/M]n1n2(m 1 +m2) 

+ (N2)[(1 + C2)V1n~ - C1 V2n; + 2C2 V12n1n2L 
k2= [(I-N2)/M]n1n2(m 1 +m2) 

+ (J3/2)[ (1 + C)V2n~ - C2 V1ni + 2C1 V I2n1n2]. 

(23) 

Combining (22) with (17), we have obtained the relation 
between the state variables of kinetic theory and fluid 
mechanics. The relation obtained should be consistent 
with the relation obtained by comparing the correspond­
ing terms (staying by the same thermodynamic fields) in 
V U ) [see (3)] and V(2) [see (7)]. Indeed, the relation ob­
tained from (22) and (17) is identical to the relation ob-
tained from 
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2 

E(r) = /d3v Z?7i (1/2)miv2fi (24) 

+ /d3rl j d1!l Vi,(1 r - rll )fJJ] • 

By using (23) and (19), we obtain all thermodynamic 
parameters entering fluid dynamics (the "stiffness 
matrix" in Tisza's terminology11) expressed in terms of 
pel). 

8. COMPARISON OF B+ AND p~2) + 

In this section, we obtain the twelve unknown coeffi­
cients gJ, the matrix L and 1/, 1/v ' By putting B~3 and B;i' 
i=I,2,3, equal to zero, one obtains 

g;=~=O, it.+,to=O, ~+~=O, 

~+~=O, ~+~=O, 1fa+~=0. 

From (25) and (15), we thus have (UJp0j)=-l1ioij +0(1<2). 

From B:4 and B;5' one obtains 

(26) 

From B;3' by using (26), (15), and (9), 1/v is obtained. 
The last problem is to solve the equations 

(27) 

where 

r
~a B~l B~~ 

b = Bta Btl Br2 

B;a B;l B;2 

and the matrices L11 and A~~) are defined in (9). The en­
tries of the matrix bare 

BiJ=DiJ+EiJ' (28) 

where 

w denotes the part of w proportional to k 2
, and 

Efi = 2A (0' 1I)&a (I)~ 2,to +0' (l)~(i ([)~~ + (}' (I)~a (I)~~ 

+ (}' (I )~a (I)~~ + (}' (I )~a; (I)~gg). 

The matrix A~i) is known from Sec. 7, thus 

L11 = b(Ai~»-l. (29) 

By putting (L11\; and (L11 )3/' i = 1,2,3, equal to zero 
[see the definition of L11 in (9)], we have five equations 
for five unknowns ffo, ~, ~, .to, gg. The rest will give 
L. 

9. CONCLUSION 

The local two component fluid dynamics (8)-(10) has 
been derived from the local two component Enskog­
Vlasov dynamics. The map p (1) - P (2) is materialized in 
the formulas (11)-(29) of Sees. 5-8. The map becomes 
explicit after solving the system of integral equations 
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(15c) and after performing the corresponding simple 
arithmetic manipulations that are involved in the nota­
tion used in Secs. 5-8. 

Finally, we want to summarize the motivation for this 
paper, the results obtained and the possible applications 
of the results obtained. 

(i) A general structure of the non-Hamiltonian dynam­
ics appearing in nonequilibrium statistical mechanics 
has been suggested in Ref. 12. The structure has arisen 
from the study of kinetic theory, fluid mechanics, 1 their 
interrelationship,1 and their relationship to thermody­
namics. The closest more general dynamical systems 
of nonequilibrium statistical mechanics are the two 
component kinetic theory and fluid dynamics. Indeed, we 
can imagine that the system conSidered is still the one 
component system, but our approach to the system 
(through the observations and measurements) is more 
detailed. The elements composing the system are not 
indistinguishable as they are in the one component sys­
tem but they belong to one of the two (distinguishable 
by our more precise measurements), kinds of elements. 
We have shown l that the two component dynamical sys­
tems of kinetic theory and fluid dynamics possess the 
structure suggested in Ref. 4 (formulated in a better 
way in Ref. 1), provided some relations among the 
phenomenological quantities introduced by the dynamical 
systems are satisfied. For example, in kinetic theory, 
the phenomenological quantities eij [see (6) J must be 
derivable from one function?l :". The unity of the struc­
ture is well demonstrated by comparing the explicit cal­
culations in Secs. 5 -8 and the corresponding c alcula­
tions for one component systems. 1 

(ii) A very interesting problem is the behavior of the 
map 1)(1) - P(2) near the critical (in the sense of thermo­
dynamics) points. For one component systems, we have 
reproduced the van del' Waals dynamic and static criti­
cal phenomena. In the next paper, we shall derive the 
dynamic and static critical phenomens based on the map 
p (1)_ (! (2) obtained in this paper . We are also now in 
position to approach the problem of dynamic and static 
critical phenomena, indirectly, by using the scaling 
hypothesiS of Green. 13 The one component system is 
considered as the two component system, the scaling 
parameter is the ratio of the concentrations of this" ar­
tificially created" two component system. The map 
(J (1,1) - P (1,2) from the phenomenological quantities of 
two component kinetic theory to the phenomenological 
quantities of one component kinetic theory (obtained by 
putting togethe r the results of this paper and Ref. 4) 
will depend on the scaling parameter. The fixed point in 
the dependence on the scaling parameter defines the 
critical values of the thermodynamic parameters ()I, (3 

(so-called scaling hypothesis). 

(iii) The experimental values of P(2) can be compared 
with the values of jJ (2) obtained from the map p (l) _ P (2) 

derived in this paper, provided the experimental values 
for p (1) are known. 
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Solutions for the general cylindrically symmetric stationary 
dust model 

John Charles Zimmerman 

Department of Physics and Astronomy. Clemson University. Clemson. South Carolina 29632 
(Received 14 August 1975) 

For a dust-filled space-time possessing cylindrical symmetry. the field equations form an underdetermined 
set. As demonstrated by King [Commun. Math. Phys. 38. 157 (1974)]. by carefully selecting a function 
it is possible to generate solutions which are either well-behaved or are characterized by one of a number 
of different types of singularity. The three particular choices for the functions we take produce two 
nonsingular solutions and one with a Weyl singularity. 

1. INTRODUCTION 

The gravitational field equations for a cylindrical 
stationary dust model can be derived by using the tetrad 
approach of Ellis. 1 We pick an orthonormal tetrad field 
{ea}inwhicheo=u, eo ·eo=-I, e",'ea=o",s, andeo'e", 
=0 (a, {3= 1, 2, 3 and a, b = 0,1,2,3). The commutation 
relations of ea, eb define the quantities Y~b by 

The nonzero components of the vorticity vector 

and the shear tensor 

can be written in terms of the Y~b as 

w =w' = -~yg3=AcoshA, 

(1 ) 

(2) 

(3) 

(4) 

(5) 

where A and A are functions of r. As King2 has shown, 
the field equations, which form an underdetermined set, 
can be written in terms of an unknown function a(r). 
These give us: 

p=4A2=-20!"/0!, (6) 

(7) 

(8) 

(9) 

, dO! 
O! =-, 

dr 
(10) 

and p is the matter density. 

The form of the metric one obtains by this procedure 
is 

ds 2 = exp[2 JY2dr 1 [- (f - c2) dt 2 + (b 2 - e 2) d</J2 

+2(je - bc)d</JdtJ +dr2 +exp[2 J y , drJdz2, (11) 

where c, j, b, and e are functions of r satisfying: 

db 
-=2ae 
dr ' 

(12) 
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de 
-=2af 
dr ' 

df 
-d' =2we -y2f. r . (13) 

Upon specifying O!(r), both the cosmological solution 
and O!(r) must satisfy several conditions imposed by the 
symmetry and the field equations: 

(l)p>O, e2A>OforO$Cr~somero' 

(2)Asr-O, a(r)=r+O(r). 

(3) p, w, and a must be even functions of r. 

(4) y, and Y2 must be odd functions of r. 

(5) f3, the "boost" to a parallel propagated frame, 
is finite, where 

f3=-l
r

(a+w)dr=-l rA eAdr. Yo Yo 
(14) 

(6) The elementary flatness condition (the circumfer­
ence of an infinitesimal circle about the axis r = 0 equals 
2 7Tr), which is expressed as 

lim(l/r) exp( J Y2 dr) (b2 - e 2 )1/ 2 = 1, (15) 
r< 0 

must be satisfied. 

By carefully selecting O!(r), we can arrange it so that 
the fluid flow lines are incomplete because the vorticity 
and shear diverge at a finite value of the proper radial 
coordinate. If p is finite in this frame at that same 
value of r, then we encounter a Weyl singularity. 

2. NONSINGULAR SOLUTIONS 

Suppose conSidering the cylindrical nature of the 
symmetry, that we choose 0!(r)=2J, (r), where J 1(r) is 
a first-order Bessel function of the first kind. Then, 
from (6) and (7), 

(16) 

(17) 

For 0 $C r ;; 3.2, P > 0 and e2A > O. Applying l'Hospital's 
rule yields 

lime 2A =3, (18) 
r< 0 

thereby excluding the existence of a Weyl singularity 
or an intermediate singularity. 

The remaining conditions on the solution are easily 
checked. Because Bessel functions of order J 2n(r) 
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(n = 0,1,2,3, ... ) are even functions and J 2n +1(r) are odd 
functions, Conditions 3 and 4 are fulfilled. The state­
ment of elementary flatness requires some calculation: 

a(r) = r - ir + 0(,-5) = r[1 - y2 /8 + 0(r4)], 

j Y2 dr = j(l/a}dr=ln(r) +r/16 + 0(r4} , 

so that 

exp(j Y2dr} = rexp[r2/16 + 0(r4}]. 

NOW, from (4) and (5), 

w = (l/ft) [1 - r 2/96 + 0(r4}], 

<T=(1/2/2)[l-r2/48 +0(r4}], 

which when substituted into (12) give 

db 1 
dr =,[Z e, 

de 2 e 
-=-b--, 
dr v'2 r 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

after dropping terms of order r and higher. The solu-
tion is: 

e(r) = (l//2)r + 0(0), (26) 

b(r) = 1 + 0(r2); (27) 

(15) is therefore satisfied. 

We have constructed an example of a nonpathological 
solution for a general cylindrically symmetric station­
ary dust model. Our selection for a(r) is a simple 
function of r which appears to be an obvious choice 
because of the symmetry, i. e., a Bessel function, and 
it has given us a well behaved model. 

As a second choice, let p be a constant,2 or, 

p= -2a"/ QI =4A2 == 2B2 == const. 

Then 

QI = (l/B) sin(Br) , 

so that 

e2~ ==~ sin2Br/(1 - cosBr). 

(28) 

(29) 

(30) 

Take the limit as r- O. Because e2~ is an indeterminate 
form at this limit, we need to apply l'Hospital's rule. 
Then, 

(31) 

That this limit is nonzero can also be seen by making 
a simple expansion of e2~ for small r. We get 

(32) 

In Ref. 2, this was accidentally given as an example of 
a solution demonstrating a Weyl singularity. It does, 
though, possess the pathological behavior of having an 
infinite number of axes a = 0, and also for r - 0, w is 
constant and (J goes to zero. This can be seen from the 
definitions of w and (J and the expansion in (32). These 
show that for small values of r, 

w=(l/¥'2)B, (33) 

(34) 
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Here, the solution of (12) is: 

e(r) =,[Zr + O(rS
), (35) 

(36) 

Proceeding as before, the elementary flatness condition 
is fulfilled. 

Although the solution (29) does not give a Weyl Singu­
larity the choice a = C sinBr, where C and B are con­
stants satisfying CB <1 does give a Weyl singularity 
with the same density (28). 3 

3. A WEYL SINGULARITY 
Let us assume for the form of p, an oscillating matter 

density which under suitable conditions (to be speCified 
later), never vanishes or becomes negative. Set 

p=k -4qcos2r, (37) 

where k and q are constants. Then from (6), a(r} must 
satisfy 

a" +Hk +4q cos2r)a == a" +(a - 2q cos2r}a == O. (38) 

Here, a =k/2 is referred to as the "characteristic 
number" and can be calculated once q is set. We recog­
nize (38) as Mathieu's equation. 4 This equation has 
both even and odd solutions. Because of Condition 2, 
we will pick the family of odd solutions, and in particu­
lar, se1(r,q), a first-order sine-elliptic function. Then, 

~ 

a(r}=se1(r,q}== L: B 2s •1(q)sin(2s +l}r, 
s-o 

where: 

Bl =1, 

B3 = - iq + trq2 - ms q3 _ ~ q4 + ... , 

Bs == rl2 q2 - doaq3 - 24~76 q4 + ... , 

B7 = - 92\6 q3 + 49~52 q4 + ... , 

B9 = 73'hao q4 + ... , 

up to orders of q4. NOW, 
~ ~ 

(39) 

(40) 

e2~ = ~ B 2s+1(q) sin(2s + l)r ~ B 21 • l (q)(2! + 1)2 sin(2t + 1)r 

X2-1 (1 -taB2 •• M)(2u +1)cos(2u +l)r)-l. (41) 

To go any further in our study of this solution, we 
need to choose a value for q. Let q = O. 1. Then, 

2"0.8988. (42) 

Substituting this q value into (40) and using these results 
to investigate (41), we find that, for all r, 

(43) 

and 

(44) 

From (4) and (5), we see that this solution possesses a 
Weyl singularity. That this singular behavior of wand 
(J, and therefore the components of the Weyl tensor, 2 
has a logarithmic structure, can be seen by noting that 

(45) 
or 
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where k j are constants, and terms of order r 4 and 
higher have been dropped. Then 

W=k3+k4[ln(r2)]2+ ... , (47) 

and 

For the value q = 0.1, the matter density never 
approaches zero at any multiple of 7T. However, if 

(48) 

q = 0.32, then a£!! 1. 3354 and the dust is clumped into 
periodic separate groupings. Therefore, to prevent the 
occurrence of a negative density, 

o <q 'SO. 33. (49) 

The first five conditions in Sec. 1 are easily verified. 
However, because of the logarithmic singularities in 
wand a, it is difficult to investigate the metric functions 
b(r) and e(r) and to draw any conclusions concerning 
the elementary flatness condition. 

4. CONCLUSION 

The underdetermined nature of the gravitational field 
equations for a cylindrical stationary dust model allows 
us the freedom to generate a cosmology having either 
singular or nonsingular behavior. The choice for the 
unknown function a(r) must satisfy six conditions 
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stemming from the symmetry and the field equations. 
Using this choice to form the quantity e2

., the nature of 
the solution is determined from 

(50) 

For both a(r) = 2J1(r) and a(r) = B-1 sinEr, we find that 
this limit is finite. This implies a nonsingular solution 
(though pathological in the latter case). For a(r) 
=CsinBr where 0 <BC <1, a Weyl singularity results. 3 

If il'(r)=se 1(r,q), the density oscillates and the limit of 
(50) vanishes, producing an example of a Weyl Singular­
ity. Since the Weyl components diverge as a logarithmic 
singularity, further investigation of this solution 
appears difficult due to the singular nature of the equa­
tions determining the metric. 

ACKNOWLEDGMENT 

The author would like to express his Sincere thanks 
to Dr. John R. Ray for his encouragement and sugges­
tions during the course of the present work. 

lG.F.R. Ellis, J. Math. Phys. 8, 1171 (1967). 
~A.R. King, Comm. Math. Phys. 38, 157 (1974). 
3A. R. King (private communication). 
4N. W. McLachlan, Theary and Application of Mathieu 
Functions (Dover, New York, 1964). 

John Charles Zimmerman 2460 
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We investigate a structure of continuous invariance transformations connected to the identity 
transformation. The transformations considered do not necessarily form a group. We clarify the 
relationship between the infinitesimal invariance transformation and the finite invariance transformation by 
showing explicitly how the infinitesimal transformations are woven into the finite one. The analysis leads to 
a new method of finding generators of the invariance group transformation. The results are useful in the 
study of symmetry properties, or group theoretic structure, of differential equations. We use the results in 
studying the group properties of the sine-Gordon equation Uxr = sin u, and indicate that the equation is 
invariant under an infinite number of one-parameter groups; the groups obtained are of a more general 
type than that dealt with by Lie. These findings are used to prove the group theoretic origin of the well­
known conservation laws associated with the sine-Gordon equation. 

INTRODUCTION 

The discovery of the puzzling behavior of nonlinear 
wave "solitons" in various fields of applied science has 
triggered extensive study of nonlinear dispersive 
waves. 1 One of the basic properties of the system which 
admits a soliton appears to be the posseSSion of an in­
finite number of conserved quantities. As has been 
shown by Lax,2 the existence of such conserved quanti­
ties is closely related to the soliton behavior of the 
waves. In spite of their importance in elucidating the 
nature of nonlinear waves, it seems that no one as yet 
has obtained a clear understanding of the origin of such 
conserved quantities. 3 

It is well known that both in classical and quantum 
mechanics the conservation law reflects the existence 
of symmetry in the system. In classical mechanics, 
Noether's theorem associates one conserved quantity 
with each invariance group of the action integral. In 
quantum mechanics, we can associate one conserved 
quantity Q, which satisfies the equation [<.>, HJ + iil<.>/ili 
= 0, with each invariance group of the time -dependent 
Schroedinger equation. 4 From these experiences, it is 
natural to wonder whether there exists an invariance 
group associated with each conservation law of nonlinear 
waves. 

In the present and in future communications, we will 
investigate this question by applying Lie's infinitesimal 
analysis 5 and its generalization5d to the differential 
equations governing the waves. In this paper, we ap­
proach the question by studying the group theoretic 
aspect of continuous invariance transformations, which 
has been proved useful in systematically deriving a 
series of conservation laws. 

In Sec. II, we analyze continuous invariance trans­
formations (not necessarily a group transformation) 
connected to the identity transformation, to clarify the 
relationship between local and global invariance 
transformations. The results will be used in Sec. III to 
elucidate the group theoretic aspect of continuous invari­
ance transformations of differential equations. In Sec. 
IV, we apply the generalization of Lie's theory to find 
some invariance groups of the sine-Gordon equation, 
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Uxt = sinu. In Sec. V, by using the result of Sec. III, 
we develop a new method of finding generators of an 
invariance group of differential equations. The method 
will be used, with the aid of the Backlund transforma­
tion, to show that the sine-Gordon equation is invariant 
under an infinite number of one-parameter groups. In 
Sec. VI, we investigate a relation between these groups 
and a series of conservation laws of the sine-Gordon 
equation. 

I. PRELIMINARY 

We consider a partial differential equation of the form 

(1) 

where zi=(z\z2, ••. ,zn), u j = (il1u, .•• ,il"u), etc. 
Let's suppose that there exists a solution u = u(Zi, a), 
which depends on a parameter a continuously. Assuming 
that it is analytic near a = 0, we expand the solution in 
a Taylor series in a, 

(2) 

Putting this solution into equation (1), we obtain a se­
quence of partial differential equations which will suc­
cessively determine a possible form of the Uk. In parti­
cular, the first term UO must be a solution of equation 
(1). If the equation is linear, all the Uk'S must also sat­
isfy the same equation. In the case of nonlinear differ­
ential equations, however, all the equations are differ­
ent. First, the differential equation for u1 becomes 
homogeneous linear and involves the first solution uO; 
we then obtain a nonhomogeneous linear equation for 
the Uk, k > 1, which has the same homogeneous part as 
the u1; the nonhomogeneous term depends upon the uO, 
u1

, ••• , uk-1 and their derivatives. By a deductive argu­
ment, we expect that if only the nonhomogeneous solu­
tion is taken for u2

, u3 
• •• , U

k
-

1
, the nonhomogeneous 

solution for Uk will have a strong functional dependence 
on the uo. We consider the sine-Gordon equation uxt 
- sinu = ° as an example. The equation for uO, u1, 
and u 2 is found to be 
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U~t - sinuo = 0, U~t - u1COSUO = 0, 

U;t -u2COSUO = _ (ul )2sinuo. 

It is surprising that we can find many solutions for u1 

and 1/
2 which can be expressed as simple functions of 

u? and its derivatives; a few examples are 

or (3a-d) 

1/ = u~xxt- Hll~)3 and 

u
2 

= u~xxm + 3 (U~)2U~xxx + ~(U~)4U~x + 9u~u~xu~xx + 3 (u~y. 

The existence of such solutions is directly connected to 
the origin of the infinite number of conservation laws, 
and the study of the origin of such solutions will provide 
~t key in understanding the origin of the conservation 
laws. We ask how a nonhomogeneous solution for Uk will 
depend on the 1/ if we take only the nonhomogeneous 
solutions [or 1/, ... , Uk-I; this problem requires a care­
ful analysis of invariance transformations. 

II. RELATION BETWEEN AN INFINITESIMAL AND 
A FINITE INVARIANCE TRANSFORMATION 

We have considered an example in which one solution 
II is continuously connected to another solution UO 

through a parameter a. This may be considered as a 
continuous transformation of UO to u; it is a special 
case of the continuous invariance transformation which 
is connected to the identity transformation. 

We consider a set of transformations of the coordi­
nates of the n-dimensional vector space R"(x 1

, ••• , x" ) 
which analytically depends on the parameter a, and 
becomes the identity transformation for a =0: 

(4) 

We also consier an equation F(Xi) = F(Xl, .•• ,xm) = 0 
which is defined in the subspace Rm(xl, ••. ,xm) of R". 
The equation F(Xi) = 0 defines a manifold S, or hyper­
surface in Rm. We define the invariance transformation 
in the following way: 

Transformation (4) is a continuous invariance trans­
formation of the equation F(Xi) = 0, if the condition 
F(Xi(Xi, a)) = 0 is satisfied for the continuous values 
of tY on the manifold S defined by F(Xi) = O. 

Geometrically, this implies that an invariance trans­
formation carries a point on S into another point on S. 
We first investigate this invariance condition in detail, 
and will come back to the invariance transformation of 
the differential equation in the next section. 

Under the condition we have imposed on the trans­
formation, we can expand Xi(xi, a) in a Taylor series in 
Ci by: 

(5 ) 

Defining the differential operator Uk by 

(6) 

we can write (5) as 
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. ( ~ a
k 

) . x' = 1 + L; I" Uk x'. 
k=l k, 

(7) 

We analyze the effect of this transformation on an analy­
tic function f(x i ) defined in R". Expanding f(x i ) in a 
Taylor series in a, we obtain 

~ k 

f(x i) = ~ ;! <Pk(X i ), <Pk={(a,,),,{(xi)}C¥=o=Akf(x'), 

where 

A o= 1 and 

where Pi and qi are the integers satisfying the 
conditions 

tPiQj=k, 1""Pi <Pi ""k for i<j, l"oqj" 
j=l 

Here, we apply the summation convention with respect 
to the indices r}. The choice of the sets (Pu ... ,p) 
and (qu' .• , qs) satisfying the conditions is not unique, 
and the sum in (9) is to be taken with respect to each 
of such sets. Using the differential operator A k , we 
can write the effect of the coordinate transformation 
on the function f(x i ) as 

f(x i) = (1 \~ ~; Ak )f(xi
) = T(a)f(x

i
). (10) 

We note that T(a)x i =Xi + a~f + ~a2~~ + ... =Xi recovers 
the definition we started witho 

Now we suppose that the continuous transformation 
T(a) leaves the equation F(Xi) = 0 defined in R m invari­
ant in the sense defined above. Then, the following 
statement will be obvious: 

The transformation T(a) is a continuous invari-
ance transformation of the equation F(Xi ) = 0, if 
and only if AkF(x t ) = 0 on the manifold S defined 
by F(Xi)=O. 

(A) 

Although this provides the condition for a transforma­
tion to be an invariance transformation, it is very diffi­
cult to get any clear view of the structure of the trans­
formation unless a considerable Simplification of ex­
pression (9) is made; it is crucial to oberve that we can 
re-express (9) as 

(11) 

where we take the same rule of summation as for (9). 
The remarkable feature of this expression is the fact that 
all the Uk'S are first-order differential operators. We 
write down the first four generators in this form: 

Al =Uu A2 = (uy + U2, A3= (UlP + 3Ul U 2 + U3, 

A4= (Ul)4 + 6 (U1 )2U2 + 3(U2)2 +4U1U3 + U4 , (12a)-(12d) 

where 

Ul=Ul=~lili' U2=U2-~;~f.iilj 

U3=U3+(-3~~~L i +2~~~1.i~f.k+2~:~~d.ik)aj' 

U4 = U4 + (- 4~f~~.i - 3~4~~.i +9~~~tiU.k +6~f~~~~.ik 
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+ 3~~~ti~f.k + 3~~~~~Lk - 6-~f~L~ti~tk 

- 3~f~f~t iI~f.k 
(13a)-(13d) 

The importance of the decomposition into this form will 
be recognized if we remember the basic lemma used in 
the theory of continuous group transformations: 

If two first-order differential operators U. = ~~ a i 
and Ub = ~ ~o i' i = 1, 2, .... ,n, satisfy the conditions 
U I(xi ) = 0, j = a, b, on the manifold defined by f(x i ) 

=0, then we have UaUbf(x i ) =0 on the same manifold. 

Successive applications of the lemma to the invariance 
condition (A), lead to the conclusion that all the opera­
tors Uk in the expression (11) must satisfy the 
condition: 

UkF(x i ) = 0 on the manifold S defined by F(Xi) = O. (B) 

This allows us to draw the following conclusion: 

All the Ak'S are constructed from first-order 
differential operators Q, which satisfy the condi- (C) 
Hon ~F(Xi) = 0 on F(Xi) = O. 

In Lie's theory of group transformations, the operator 
which satisfies condition (B) is called a generator of the 
invariance group. We suppose that the largest invariance 
group of the equation F(x i ) = 0 is an r-parameter group 
with generators Qi' Then, all the operators which sat­
isfy condition (B) can be written as 

(14) 

In particular, if we let a! = 0 for k?- 2, we obtain Ak 
= (U1)k from (11), and the operator T(a) in (10) reduces 
to an exponential operator, 

gC) Ok -
T(a)= 6 _(U1)k = e"'Ul • 

k=O k! 
(15) 

Result (C) is significant in studying the structure of in­
variance transformations because it clarifies the con­
straints on and arbitrariness of an invariance trans­
formation. The vital fact is that if we have a complete 
set of generators of the invariance group of the equation 
F(x i ) = 0, then any continuous invariance transforma­
tion connected to the identity transformation can be 
constructed from these generators. 

Now, the problem is how to find such generators for 
a given equation F(Xi) == O. The basic idea of deriving 
the generators was established by Lie, and we will 
illustrate it briefly after the discussion of differential 
equations. 

III. INVARIANCE TRANSFORMATIONS OF 
DIFFERENTIAL EQUATIONS 

We have considered a set of coordinate transforma­
tions in R n which leave the equation F(Xi) = 0 defined in 
Rm invariant. We now introduce some functional rela­
tions among the coordinates, which are compatible with 
the equation F(Xi) = 0; such relations will restrict fur­
ther the domain of manifold S. 

We consider a function U(Xi) defined in the (k - 1)-
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dimensional space Rk-1(x1
, ••• ,xk-1

) with k<m, and 
assume the following: 

The coordinate xk is determined by the relation 
xk=u(x i ), and the coordinates xk+r, •.• , x" are 
determined as the derivatives of U(Xi ) with re­
spect to the coordinates r, ... , xk - 1. For in­
stance, xk+I=OlU, •• , ,.x2k-1=Ok_IU, X2k==OlOlU, 

X2k+l=010ZU, '" • 

(16) 

We suppose that R n is chosen in such a way that if it con­
tains a coordinate corresponding to a jth derivative, then 
coordinates for all the other jth derivatives also appear 
in Rn. The condition we have imposed are compatible 
with the equation F(Xi) = 0 only if the function u(xi ) is 
a solution of the equation F(Xi) = 0, interpreted as a 
partial differential equation by considering Xi'S as de­
rivatives defined by (16). Each solution will define a 
submanifold S of the manifold S, called the solution 
surface. 

Now, we consider a continuous coordinate trans­
formation (4) under which a manifold satisfying condi­
tion (16) is always mapped onto a manifold which also 
satisfies condition (16), with Xk=U(X i , a). In analyzing 
such transformations, it is convenient to introduce the 
following definitions: 

'3asic coordinates and jth order coordinates 

We call the coordinates xr, ... ,xk basiC coordinates; 
and the coordinates corresponding to the jth order 
derivatives, jth order coordinates. For instance, in 
(16), xk+r, ••• , X 2k- 1 are first-order, and x 2k, X2k+1 are 
second-order. 

BaSic space and jth extended space 

We call the vector space (Xl, ••. ,Xl), jth extended 
space if it consists of all and only the basic coordi­
nates and a complete set of the first through the jth 
order coordinates. In particular, we call the Oth 
extended space (xI, ... , xk), the baSic space. 

Basic transformation 

We call the transformation of a set of basic coordi­
nates, the basic transformation. 

Basic operator and jth extended operator 

We call the operator ~ = ~;=1 ~ i a i of the transformation 
in the jth extended space the jth extended operator. The 
Oth extended operator Q=L~=leOi' will be called the 
basic operator. 

It is clear that under condition (16), the transforma­
tion of the basic coordinates will determine the trans­
formation of the rest of the coordinates. In particular, 
if a basic operator is given, we can determine all the 
extended operators. Now, we require that such trans­
formation leaves the equation F(x' = 0 invariant. The 
geometrical meaning of the invariance transformation 
is more important; the invariance transformation 
maps one solution surface S to another solution surface 
S' (or onto itself), both of which are on S. A discovery 
of such a transformation will lead to a new solution of 
the differential equation. The transformation studied 
most extensively is the group transformation. Lie con­
sidered an invariance group transformation of the form 
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Xi -xl=e",Qxi=x i + O'~i(X) + 

X = (X', ... ,Xk ), 

i=l, ••• , k, 

(17) 

in which infinitesimal terms of the basic transformation 
depend only on the basic coordinates 0 It is important to 
note that, under such assumptions, a finite transforma­
tion of the coordinate xP does not involve any coordinate 
whose order is higher than the order of xP. This guar­
antees that the jth extended space is closed under the 
transformation. The existence of such a closed space 
enables us to elegantly construct a finite group trans­
formation, via the method of characteristics, from a 
generator of the group. 

Anderson, Kumei, and Wulfman, however, found that 
there exist invariance groups of time-dependent 
Schrodinger equations which are not of Lie's form. 4 

They generalized Lie's theory by allowing infinitesimal 
terms ~ i of the basic coordinates to depend on the co­
ordinates of higher order: 

Xi - Xi = e",Qxi =Xi + O'~i (x) + "', i=l, ••• , k, 

x= (xI, •.• ,Xl), l~ k. 

Here, the order of the coordinates in ~ i is not re­
stricted' and coordinates of any order may appear. fj 

(18) 

We note, however, that we no longer have any closed 
finite-dimensional space under such a group trans­
formation. 7 Although this does not cause any problem 
in finding generators of invariance transformations, we 
can no longer apply the method of characteristics in 
finding a finite transformation. This generalization, 
however, is absolutely necessary to uncover all the 
invariance groups inherent in the differential equations. 8 

Before we show that the sine-Gordon equation admits 
such invariance groups, we answer the question raised 
at the end of Sec. 1. To put the problem into our present 
language, we rewrite (1) as 

F(xi)=Owithxi=zi, i=l, ... ,n, 

(1' ) 

and (2) as 

(2') 

From a transformational viewpoint, the statement that 
it is a solution of equation (1) is equivalent to saying 
that transformation (2') leaves equation (1') invariant. 
For such a transformation, as we have found, we can 
write ~~+I=A~"+1 (or Uk = AkuO in the old notation). This 
leads to the conclusion, 

If a differential equation F(Zi, U, Ui ' Uk l> ••• ) = 0 admits 
a solution U(Zi, 0') =L;:=o (O'kj k! )uk (zi) which depends 
analytically on 0' near 0' =0, then Uk is always 
written as Uk(Zi) =AkuO(Zi), where UO is a solution 
of the same equation and the operator Ak is con­
structed by (11) from the generators Q of invari- (D) 
ance group transformations of F = 0 by which the 
independent variables Zi are unchanged o In par­
ticular, u'=QUO. Furthermore, if only the in­
homogeneous solution is taken for every Uk, k 
> 1, then Uk = (Q)kUO, and a resulting solution is 
expressed as U(Zi) = e",QuO(zi). 
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IV. SOME INVARIANCE GROUP TRANSFORMATIONS 
OF SINE-GORDON EQUATION 

We now go back to the analysis of the solutions 
(3a)-(3d). According to result (D), these solutions clear­
ly indicate the existence of invariance groups, or sym­
metries, of the sine-Gordon equation. We will system­
atically determine generators of the invariance group 
transformations and will reveal new symmetries of the 
equation. 

We first specialize the general formulation given 
above to a case in which we have three basic coordinates 
x', X2, and x 3, and F(Xi) is chosen as 

As stated in (16), we establish the following constraints 
on the coordinates: 

X3 =U(X' ,X2
), x4 =uu X5 =U2 , X6 =Ull , 

x 7 =U,2 , X8 =U22 x 9
=UUU X' O=U1l2 , 

XU = U ,22 ' X'2 = U 222 ' X
'3 = UUIl> X'1 = U ll12 ' 

X
'5 = U U22 ' X

'6 = U ,222 ' X
'7 = U 2222 ' x's = UUlll> 

x'O = U ,1l12 ' x
20 = UU122' X

21 = U 1l222 ' X
22 = U ,2222, 

X
23 

= Uz2222' (19) 

where subscripts 1 and 2 indicate the derivatives with 
respect to x' and x2

• We now consider a transformation, 
of the generalized form (18), in which x, and x2 are un­
changed and the infinitesimal transformation of x3 de­
pends on x 3 and the first through the third-order 
coordinates: 

X' =Xl, i 2 =x2
, 

x3 =x3 + 0'~3(X3, x\ x 5
, x6, x 8

, x 9
, X'2 ). 

We note that the inclusion of the coordinates x\ xl<" 
and Xll is redundant because we can replace them by 

(20) 

the coordinates in ~3 after we have introduced the condi­
tion F= O. The infinitesimal transformation, induced by 
(20), of the coordinate corresponding to the derivative 
(V , )m(V 2)"u is calculated as9 

Here, the partial derivative should be interpreted as 

(V,)m(V2)"~3 = (V , )m(V 2 )" 

(21) 

x ~3 (U(X', x2), U, (x', x2), .•• ,U222 (X
1

, X2» (22) 

For instance 

~4 = ~~X4 + ~!X6 + ~~X7 + ~~X9 + ~~X" + ~~X'3 + ~~2x'o. (23) 

where ~~ is the derivative of e with respect to the coor­
dinate Xi contained in e, and should not be confused with 
the same notation used in Sec. II. As in Sec. II, we 
write the infinitesimal transformation in the jth ex­
tended space as 

. . I 

xi =(I+aQ)xi , Q=6~iVi with ~1=e=O. (24) 
i=] 

Now, we assume that the equation F = 0 is invariant 
under the group transformation whose infinitesimal 
form is given by (20); the condition is 
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which is the partial differential equation for e. The 
equation QF=O will split into a set of partial differen­
tial equation because some of the coordinates which 
appear in the equation are independent from the coor­
dinates in ~3 (Appendix). By solving these equations, we 
find four independent solutions: 

~~.=X4, ~~=r +i(x4
)S, (26a) 

(26b) 

Obviously, the last two solutions can be obtained from 
the first two, by interchanging the roles of x' and x 2

• 

The second extended operators associated with ~: and 
~~ are calculated from (21) and (24) as 

2 
Qb = {x9 + i(x4)3}iJs + {XIS + 1 (x4)2x6}a 4 + {x'4 

+ 1 (X4 )2X
7 }iJ s + {x'S + 3x4 (X6 )2 + 1 (X4 )2X9 }iJ S 

+ {X
19 + 3x4x S

X
7 + 1 (X

4
)2X

lO}a 7 + {X
2D + 3x4

(X
7

)2 

+ 1(X4)2X"}OB' (27b) 

We can easily check that they satisfy condition (25); 
thus, the sine-Gordon equation is invariant under the 
group transformations generated by these operators. 

This result explains the origin of the solutions 
(3a)-(3d); they are obtained from result (D): 

and 

and 

s u; = (Qb)2X3 = X24 + 3 (X4 )2X'3 + ~(X4)4XS 

+ 9X4X 6
X 9 + 3(X6)3. 

(28a) 

(28b) 

(28c) 

(28d) 

We note that we need the extended operators Qa and Qb 

for calculating the second term u2
• As we stated in Sec. 

III, this is the general character of the generalized 
transformation (18) and we need the k(n -l)th extended 
operator to calculate the nth term un if the basic trans­
formation contains the k-th order coordinate. 

V. GENERATING FUNCTION FOR GENERATORS 

We have obtained four generators of the invariance 
group of the sine-Gordon equation by considering a 
generalized Lie transformation (18). However, if we had 
assumed a more general form for e, we might have 
been able to produce more generators. It is unfortunate 
that we have no theory which tells us which coordinates 
we need in ~l of (18) to obtain a complete set of gener­
ators, hence we must make some assumptions on the 
form of ~;. In practice, it is not possible to retain too 
many coordinates in ~i because the determining equa­
tions for ~i become too huge to solve. Therefore, it is 
highly desirable to have another method for producing 
the generators, which does not require either such 
assumptions or the construction of the solutions of 
determining equations. Here, we proVide one such meth-
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od although the completeness of the set of generators 
obtained is still not assured. 

The idea of the method is to reverse the result in 
Sec. II. We found that the operator Q which satisfies 
a condition QF = 0 on F = 0 is the building block of any 
invariance transformation connected to the identity 
transformation. By reversing this, we argue that if we 
have an invariance transformation connected to the 
identity transformation, then we can find at least one 
such operator. More precisely, we proceed in the fol­
lowing way. 

Suppose we have an invariance transformation of the 
equation F(xi) = 0, 

(29) 

in which all the ~~ are known. Using the result (11), we 
can write, 

~f =A,x i = U1X
i

, ~~ =AzXi = {(U, )2 + U2}X
i

, 

~~=AzXi = {(U,)3+3UJT2 + Us}x i
,"', 

where all the U~ are first-order differential operators. 
From the first equation, we obtain 

U1 = t~iai . (30) 
i=l 

Feeding this into the second, we get U2X i = ~~ - (U1 )2X i, 

which provides 

n 
U2 = 2: [~~ - {(fJ,)2xi}]a i (31) 

i::::1 

Next we substitute these for the U1 and U2 in the third 
equation to determine Us. Continuing this process we 
can obtain a series of operators U~, all of which satisfy 
the invariance condition "QF=O on F=O." We note 
that if the starting transformation (29) happens to form 
a group, then we only get V, and all the others are 
equivalently zero for the reason discussed in Sec, II. 
We may consider the starting transformation (29) as a 
generating function for generators of an invariance 
group. The upshot of the method is that only algebraic 
computations are involved in the process and a computer 
can be used, whereas the construction of the solutions 
of the determining equations by computer is very diffi­
cult. Obviously, this method can be used to find gener­
ators of an invariance group of a differential equation if 
the constraints (16) are taken into account. We apply the 
method to the sine-Gordon equation to find additional 
generators. 

We start with the well-knOwn Backlund transforma­
tion of the Sine-Gordon equation, I 

X4 _ X4 = 2Q! sini(.x3 + x 3), Q! (XS + x 5) = 2 sin~{x3 _ x3), 

(32) 

with the convention established in (19). This transforma­
tion guarantees that if X3 is a solution of the sine-Gordon 
equation then so is is for a continuous value of Q!. A 
principal use of the Backlund transformation is to con­
struct a new solution XS from a known solution X3 by 
solving a set of first-order differential equations (32). 
We assume that the new solution x3 , is an analytic 
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function of a in the neighborhood of a =0, and so are its 
derivatives. Then, it is clear from (32) that the trans­
formation is connected to the identity transformation; 
x3 

- x3 as a - O. The analyticity assumption allows us 
to expand the solution x3 in the Taylor series in a 
near a = O. Such an expansion is found in the paper by 
Scott et al . ,'and we rewrite their result: 

(33) 

with: 

~f==2x\ ~~==4X6, ~~==12x9 +2(X4)3, 

~~=48x'3 + 48 (X4)2X6
, 

~~ = 240X'6 + 360 (X4)2 X9 + 600X4 (X6 )2 + 18 (x4)S , 

~~ = 1440x24 + 2880 (X4)2x'3 

+ 12 960X4X6X9 + 3840(X6 )3 + 1440 (X4)4X6 

~~ = 10 OBOX31 + 176 400 {X6)2X9 + 95 760X4 (X9
)2 

+ 141120x4x6x '3 + 25 200 (X4)2X'8 (34a-g) 

+ 63 000 (X4)3 (X6)2 + 1B 900 (X4)4X9 + 450 (X4)7 , •. " 

where we have adopted the convention (19) and X
31 

=Ulllllll ' In this specific Backlund transformation, 
the coordinates x' and x2 are unchanged, i. e, , 

X'=X" X2 ==X2 or ~~==~~=O for i>1. (35) 

The transformations (33) and (35) form the basic trans­
formations, and they provide all the necessary informa­
tion to follow the above prescription to find Uk' We list 
the results up to U7 : 

- - - - 4 - {9 (4)3} U2 = U4 == U6 ==0, U, ==2x d3 , U3 = 4x +2 X d3 , 

Us == {4Bx'8 + 120(x4)2x9 + 120x4(x6 )2 + 18(x4)S}d 3 , 

U7 == {1440x31 + 25 200 (X
6 )2X9 + 15120x4(x9)2 

+ 20 160x4x6X'3 + 5040 (X4)2X'8 + 12 600 (X4) 3 (X6)2 

(36a-e) 

Here, we have given the operators in the basic form; 
the operators in the extended form can be obtained from 
(21) and (24). By continuing this process, we will be 
able to find an infinite number of operators which satisfy 
the invariance condition (25). We can associate one in­
variance group transformation of the sine-Gordon equa­
tion with each of these operators, 

VI. A SERIES OF CONSERVATION LAWS AND 
INVARIANCE GROUPS 

In this section, we use notation (16), hence Xk repre­
sents a solution of the differential equation F(x i ) == O. 

We consider an equation F(Xi) ==0 which can be put 
into a conservation form: 

2: iii 1 k-l k l d J == 0, 1 =1 (x , ... , x ,x, ... , x ), 
i= 1 

where the derivatives are to be taken by considering 
Xk, ••• ,Xl as functions of x', ... , ~-l. The vector f 
== (1,12, ... ,jk-l) establishes a divergent free flux in 
the space Rk-I(x" ••• , xk-1) for each solution of the 
equation. Now, we assume that the equation F(Xi) ==0 
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(37) 

is invariant under an r-parameter group with the 
property: 

xi==Tg(a)xi==xi for i==l, ••• ,k-l with 

Tg(a)== exp(~aiQ} (38) 

We suppose that transformation (38) exists if I a 1< 1). 

Here, 1) is a positive number, Under such assumptions, 
Xk represents a new solution of the equation and a corre­
sponding flux, f == (j' ,]2, ... ,jZk-') is written as 

ji=1i(X" ••• ,Xk-"Xk, ••• ,Xl) 

== Tg(a)f i(X" ••• ,~-" xk, ••• ,Xl), (39) 

The implication of the new flux is the same as the old 
one, except that it is now for the new solution, However, 
its power series expansion in a tells us something new 
about the starting solution xk; because we have assumed 
that the transformation TC<a) exists at least for some 
range of I a I, it acts as a generating function of fluxes; 
each term of the expansion of (39) in a', ... , aT also 
forms a divergent free flux. We state this as follows: 

If a differential equation F(Xi) == 0 admits an in­
variance group with property (38), and if a flux 
f of the form (37) exists, then, for any polynomial (E) 
function G(Q" ... , Qr) of the generators of the 
group, the vector Gf forms a divergent free flux. 

Here, we see two basic patterns for a series of diver­
gent free fluxes to arise: one associated with a series 
Qif, i = 1, ... ,r and one associated with a series (Q;l"f, 
n = 1, 2, . .. . It will be reasonable to say in gene ral, that 
the former is more fundamental than the latter because 
the series of the second type can be mechanically con­
structed if Qi is known, although the reverse is not 
possible. One, however, should not think that the fluxes 
of the second type are trivial. 10 

We now apply this analysis to the sine-Gordon equa­
tion, F=x7 

- sinx3
. The equation can be put into the 

conservation form by multiplying by x5
; 

ot/l+ozf2=0 with f={f"f 2)==(l(x5)2, cosx3
), 

and the generators (36b)-(36e) can be used to derive 
new fluxes. We list a few of them, (using the notation 
fi= bif): 

f , :fi=2xSx\ fi=-2x4 sinx3
, 

f3 : f; == {4X14 + 6 (X4)2X7}X5 , f; = - {4x9 + 2 (X4)3} sinx\ 

fs :1; = 24{2x2S + 10x4x7x9 + 5 (X4)2X'4 + 5x7(X6
)2 

+ 10x4x 6x 'o + ¥(X4
)4X7}XS, 

f~ := - 24{2xlO + 5 (X4)2X9 + 5x4(X6)2 + ~ (X4)5} sinx3
, 

4 

f 3,3: f;,3 = (DYfl = 16[x5x 32 + 3 (X4)2XSX19 + (X'4)2 

+ {3(X4)2X7 + 9x4xSX6}X14 + 6X4X5X7 X'3 

+ {9x5(X6 )2 +9X4X5X9 +~(X4)4XS}X'O (40a-d) 

+9X5X6X7X9 + 9 (X4)3X5X6X7 +~(X4)4(X7)2) • 
4 

Here, we have listed only the first component for 
£3,3' Among these fluxes, the first flux, fl is trivial 
because it is the derivative of f with respect to Xl. 12 

We analyze the known results from our viewpoint. Our 
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results are clearly different from the fluxes given in 
the paper by Scott et al. U Their results, however, can 
be obtained by taking a linear combination of fluxes 
with the form (U1)"(U2 )b ••• (Ur)Pf. In fact, by using (11) 
and (36a)-(36e), we find that Asf and A5f recover their 
results. For instance, 

As/I == {(U1)3 +3U1U2 + US}fl==6{2x5X14 +4X4XlO + (X4)2X5X7} 

== 6{2u2U ll12 + 4U12U U2 + (Ul)2UaU12}' 

where we interpret U, as a generator extended to a 
necessary order. NOW, we ask which fluxes are most 
basic among these. 

Although this question is very important in analyzing 
the nature of conservation laws in general, the answer 
depends on the measure one uses. However, as we have 
indicated above, the hierarchy becomes quite clear 
within the framework of group theory; we classify fluxes 
into two categories: 

(1) Basic fluxes: f, Qjf, i==l, ••. ,r, 
and 

(2) Associated fluxes: (Qj )"l(Qj )"2 •.• (QjfJ>f 
1 2 r 

with ik = 1, ... , r, and n1 +n2 + ... +np> 1, 

and we use the basic fluxes to characterize the con­
servation law associated with a solution. The remark­
able feature of the sine-Gordon equation is that it 
possesses a series of basic fluxes. 

SUMMARY 

To conclude this paper, we briefly summarize the 
results obtained in the present study. In Sec. II, we 
studied a structural aspect of continuous invariance 
transformations connected to the identity transforma­
tion, and we stated the explicit relation between a con­
tinuous invariance transformation and a continuous in­
variance group transformation [(A), (11), (C)]. In Sec. 
III, we used the result of Sec. II to analyze invariance 
properties of differential equations and we uncovered 
the group theoretic structure, inherent in any solution 
which depends on a continuous parameter [(D)]. In 
Sec. V, a new method was given for obtaining generator 
of an invariance group and it WaS used to find a series 
of new generators of an invariance group of the sine­
Gordon Eq. [(36b)-(36e)]. In Sec. VI, we gave a group 
theoretic criteria for the existence of a series of con­
servation laws associated with solutions of a differen­
tial equation [(E)], and this was used to provide a group 
theoretic explanation of a series of conservation laws 
of the sine-Gordon equation. The results (40a)-(40d) 
explicitly indicate that there exist conservation laws 
whose existence is inexplicable within the Lie's frame­
work of group theory, but still can be explained by 
group theory if the generalized theory (Ref. 5d) is used. 
In the next papers, we will show that the conservation 
laws of the Korteweg-deVries equation and the cubic 
Schroedinger equation are also related to invariance 
groups of the generalized Lie type. 13 

Note added in proof: The transformation (10) with Ak 
defined by (11), (12a-d) has been found to be the power 
series expansion, in C/, of the expression 
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APPENDIX: DETERMINING EQUATIONS OF 
GENERATORS 

Although our transformation is more general than 
that of Lie, the basic idea for obtaining the differential 
equations (determining equations) for ~' is the same 
as Lie's, and for a detailed discussion of the Lie method 
we refer the reader to the book by Ovsjannikov5b or the 
book by Bluman and Cole. 50 Usingffor e, the deteter­
mining equations for our problem are the following: 

f9,12 == 0, 

fS,I2X4 + f4, 12X6 + f5,laX
7 + f6,laX

9 + fB,12Xll + f12,laXI6 = 0, 

f3,~ + f4,gX7 + fS,9xB + f6,gXIO + fB,9X12 + f9,gX14= 0, 

fsX7 + f4X10 + fsxu + f6X14 + fBX16 + fgX19 + flsX22 

+ H 5 (fs, jXS + f4, jX7 + fs, jX8 + f6, jX10 + fB, jX12 

i= ' , 
6, B, 12 

+f9,jX14)=0, 

with supplementary conditions: 

X7 = sinx3, xlO == X4 COSX3, XU == XS COSX3, 

Xl4 = X6 COSX3 _ (X4)2 sinx3, 

XI6 = X8 COSX3 _ (X5)2 sinx3, 

XI9 = X9 cosxs _ 3x4x e sinx3 _ (X4)3 COSX3, 

X22 == X12 COSX3 _ 3X 5X8 sinx3 _ (X5)3 cosx3, 

where fi == d if and fi,k == d jd kf. 

"'This work was supported by a Research Cooperation Grant. 
lA.C. Scott, F. Y.F. Chu, and D. W. McLaughlin, Proc. IEEE 
61, 1444 (1973) (review article). 

2P.D. Lax, Comm. Pure Appl. Math. 21,467 (1968). 
3It has been suspected that some transformation property of 
the differential equation governing the wave motion is respon­
sible for the existence of a series of conservation laws. In 
fact, the restricted Biicklund transformations (R. B. T.) have 
provided a systematic way of deriving a series of conserva­
tion laws. However, the derivation involves a process of 
power series expansion of a solution with respect to some 
parameter. Such a method only exemplifies the existence of a 
series, but does not explain the origin of individual conserva­
tion law. On the discussion of R. B. T. in the theory of soli­
tons, we refer to (a) G. L. Lamb, Rev. Mod. Phys. 43, 99 
(1971); (b) D. W. McLaughlin and A. C. Scott, J. Math. Phys. 
14, 1817 (1973); (c) H. D. Wahlquist and F. B. Estabrook, 
Phys. Rev. Lett. 31, 1386 (1973). We add in proof the follow­
ing papers on the Backlund transformations: G. L. Lamb, Jr., 
J. Math. Phys. 15, 2157 (1974); M. Wadati, H. Sanuki, 
and K. Konno, Progr. Theor. Phys. (Kyoto) 53, 419 (1975). 

4R• L. Anderson, S. Kumei, and C. E. Wulfman, Rev. Mex. 
Fis. 21, 1,35 (1972); J. Math. Phys. 14, 1527 (1973). 
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5For Lie's work and its later develQpment.. we refer the 
reader to (a) S. Lie, Transformationgruppen (Chelsea, 
New York, 1970), 3 Vols., Reprints of 1888, 1890, and 
1893 eds., S. Lie, Differentialgreichungen (Chelsea, New 
York, 1967), reprint of 1891 ed., S. Lie, Continuierliche 
Gruppen (Chelsea, New York, 1967), reprint of 1893 ed. 
(b) L. V. Ovsjannikov, Group theory of differential equa-
tions (Siberian Sec. Acad. of Sci., Novosibirsk, USSR, 
1962). This book has been translated into English by G. W. 
BIuman, Department of Mathematics, University of British 
Columbia (unpublished). L. V. Ovsjannikov. Some problems 
arising in group analysis of differentwl equations (Proceeding 
Conference on Symmetry, Similarity and Group Theoretic 
Methods in Mechanics, edited by P. G. Glockner and M. C. 
Singh (University of Calgary Press, Canada, 1974). (c) G. W. 
BIuman and J.D. Cole, J. Math. Mech. 18, 1025 (1969). 
G. W. BIuman and J. D. Cole, Similarity Methods for Differen­
tial Equation (Springer, New York, 1974). (d) R. L. Anderson, 
S. Kumei and C.E. Wulfman, Phys. Rev. Lett. 28, 988 (1972), 

6We note that th-e well-known contact transformations of ordi­
nary differential equations, which were extensively studied 
by Lie, are a realization of the derivative-dependent trans­
formations in which only the first-order derivative appears. 

7If the equation is an ordinary differential equation, it is 
always possible to find a closed space. 

BSeveral years ago, Professor G.M. Lamb kindly raised the 
question of the relation between this generalization and the 
Backlund transformation, which depends on first-order de­
rivatives. The basic difference is the fact that the Backlund 
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transformation is not a group transformation in general, 
whereas our generalization allows us to construct a group 
transformation. We should consider that a Lie type trans­
formation and the B':icklund transformation are complemen­
tary in the sense that neither of them subsumes the other. 
Lie's infinitesimal approach, however, will be superior in the 
structural analysis of continuous invariance transformations. 

9The general formula of the expression 6f the extended opera­
tor will be found in the paper by R. L. Anderson and S. 
Davison, J. Math. Anal. Appl. 48, 301 (1974). 

lOWe define "trivial" flux in the following way. We conSider a 
set S{ fl' f2' ... ,fl} which consists of divergence free fluxes, 
fl , ... ,fl and their derivatives of any order. We note that the 
derivatives are also divergence free. Now, a flux f is said 
to be trivial with respect to the set S, if f can be expressed 
as a linear combination of the members of the set S. In this 
sense, the flux Q"f is, in general, nontrivial with respect to 
the set S{f,Qf,Q2f, ..• ,Q"-If}. For instance, .!.he flux f3.~ of 
(40) is nontrivial with respect to the set S{f,Ujf}. 

l1Eq. VI. B. 7 in Ref. 1. 
12This is due to the special character of the operator al; the 

operation of al on the variable xl, i > 2, is eqUivalent to the 
differentiation of the function u with respect to xl. For in­
stance, alx3~x4, (a!)2x3~x6 and a!x5~x7 are the transforma­
tions u - u 1, U - u 11 and u2 - u12' Because of this property, 
the fluxes obtained from ([il)"f are all trivial. 

13S. Kumei, "Group theoretic studies of conservation laws 
of nonlinear dispersive waves" (II, III, IV) (submitted for 
pUblication) . 
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Matrix mechanic methods are used to find approximate equations and solutions for quantum anharmonic 
oscillator problems. A series of hypotheses are introduced that truncate and partially decouple the infinite 
set of coupled equations that specify the problem in the matrix mechanics formulation. The dependent 
variables or unknowns in these equations are the matrix elements of the coordinate and momentum 
operators. The independent variables are the matrix indices and coupling strengths. The equations 
themselves specify that the otT diagonal matrix elements of the Hamiltonian and the commutators expressed 
in terms of the unknowns vanish and that the diagonal commutator matrix elements vanish except for 
canonical pairs in which case they are equal to - ih. The truncation and decoupling hypotheses otTer an 
orderly procedure for dealing approximately with the vast array of equations of the exact problems. Only 
the leading behavior of the coordinate and momentum operator matrix elements is found in terms of the 
matrix indices and coupling parameters. Although general techniques are presented to find the equations, 
the solutions discussed and the applications afe brief extensions of problems that have already been treated. 

I. INTRODUCTION 

In the earliest formulation of quantum mechanics by 
Heisenberg is implicitly in terms of matrices. I The 
subsequent clarification by Born and Jordan explicitly 
formulates the problem in terms of matrices. z In von 
Neumann's codification the matrix mechanics method 
appears first. 3 Despite this priority there are very few 
attempts to directly solve quantum mechanical problems 
by matrix methods. Anharmonic oscillators are treated 
in both Heisenberg's original paper and that of Born and 
Jordan. 

The matrix formulation of a problem is simple. Given 
a Hamiltonian H that is a function of n coordinates and 
n momenta, it is required to find 2n matrices PI' •.• ,Pn 
and xl>'" ,xn such that H(PI,'" ,Pn, xI"" ,xn) is a 
diagonal matrix and that the 2nz - n commutation rules 
[Pa,Pb]=O, [Xa,Xb]=O, [Pa,xb]=-i1ioab are satisfied. 
The solution of the problem requires the speCification of 

the quantities (pa)TI'T2' •••• Tn;.I' SZ' ••• ,sn and 
(Xb)TI' 00. ,Tn;,!'""s. the unknowns of the problem. These 
quantities are functions of the matrix indices 
rl,rZ"" ,r.; sl,52"" ,sn and of any parameters that 
may appear in the Hamiltonian. The equations of the 
problem are the conditions placed on the matrix elements 
of the Hamiltonian and the commutators: 

~TI'TZ ..... T.;SI'S2 .... 's.)=ETI.T2 ..... Tn OTIsI OTZSZ ••• OTnSn 

[Pa,Pb]T1 ,T2, ••• ,Tn;Sps2'''o 'Sn == 0 
(1) 

There are many infinities of equations here rather 
intricately coupled to each other. In order to solve them. 
the alternative to a very clever or lucky ansatz is a 
systematic scheme to truncate and decouple these equa­
tions. 

If the Hamiltonian H has the form 
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with V a polynomial of degree higher than the second that 
satisfies the stability requirement limT _ oo V = + "", where 
r = (xi + 000 + X~)I/Z, the problem is conventionally called 
an anharmonic oscillator. For this class of problems 
experience gained with some simple examples suggests 
a set of hypotheses that permit the truncation and de­
coupling of Eqs. (1).4 

It is these truncated and decoupled equations that shall 
be developed in the remainder of this paper. Almost all 
approximate methods of solution of quantum anharmonic 
oscillator problems rely on some truncation and de­
coupling scheme to find a manageable set of apprOXimate 
equations. For example, in perturbation theory the 
equations are segregated according to the powers of 
various parameters that occur in the potential V above. 
It is known that approximations of this type diverge but 
that they may be asymptotic. 5 Pade series based on 
these perturbation formulas converge at least for the 
single oscillator. 6 In other schemes the number of 
degrees of freedom are kept finite. Approximation of 
this type may converge but are not rapidly convergent. 7 

These approximations also suffer the defect of not re­
vealing the qualitative structure of the solutions even 
when giving numerically accurate answers. 

In the current method the matrix elements of the co­
ordinate and momentum operators are ranked according 
to their expected Significance, and a perturbation pro­
cedure in this index is developed. The equations that are 
generated are difficult but not intractable. It seems as 
if it will be possible to treat coupled problems. Not only 
are the numerical values of the energy levels computed 
but the values of the coordinate and momentum operator 
matrix elements. Most significantly the qualitative de­
pendence of these quantities are clearly exhibited. For 
the first time the effects of coupling on these matrix 
elements is partially shown. In the two degree of free­
dom oscillator problem, if the degrees of freedom are 
called X and y, then the X and Px operators have a y de-
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pendence and vice versa. It has not yet been possible to 
find the matrix element for the x and Px operators to 
change the y quantum number, but that aspect of the 
problem which belongs to the next order of approximation 
is under investigation and will be reported in a subse­
quent paper. 

In the next section these hypotheses are stated. Sec­
tion III contains the calculation of matrix elements of 
the commutators and the Hamiltonian with the help of 
the hypotheses. In Sec. IV the results of Refs. 4 are 
slightly extended in the more general language provided 
here. In Sec. V the difficulties with these methods are 
reviewed. 

II. THE HYPOTHESES ABOUT THE BEHAVIOR OF 
THE MATRIX ELEMENTS OF THE COORDINATE 
AND MOMENTUM OPERATORS 

The matrix element, either coordinate or momentum, 
Art' •••• r n;sl •••• 'Sn is usually regarded as a function of the 
variables r 1 ,r2 , ••• ,rn, sl,S2"" ,sn' The first hypo­
thesis is that the behavior of A is simpler in terms of 
the variables r 1 +SI' r 2 +S2" •• ,rn +sm r 1 - Sj, r2 - S2' ••• , 

rn - sn. Thus the functions ~ and 11 are introduced ac­
cording to 

r 1 - SI"" ,rn - sn), 

(P ) . =illb(r t +Sj,'" ,rn +sn; b "t,r2,<><><>,rn,st,s2,o .. o,sn 

The second hypothesis is that the ~ and 11 are slowly 
varying functions of their first n arguments. This is 
already suggested by ";r + S behavior of the single har­
monic oscillator. This hypotheSiS is a decoupling hypo­
thesis since in an equation that couples ~(s) and Hs + 1) 
the difference can be ignored and the two terms set 
equal to lowest order. The third hypothesiS is that the t 
and 11 are rapidly decreasing functions of their second 
set of variables. Again for the single harmonic oscil­
lator this is true. The functions vanish if Ir - S I > 1. 
This hypothesis is a truncation hypothesis. In an order 
of approximation only those unknowns for which all 
Ir - S I are less than a specified number are included. 
This reduces to a finite number both the number of un­
knowns and the number of equations since infinitely 
many equations involve only unknowns for which Ir - s I 
exceed the cutoff value for the order of approximation. 

III. CALCULATION OF COMMUTATORS AND 
HAMIL TONIANS 

The commutators are treated first since they are ap­
plicable to all problems. The commutator of two 
operators A and B is carried out. Wherever it does not 
obscure the discussion the notations r, s, tare sub­
stitutedforru ... ,rn , Sj"",sn, tl, ••• ,tn , etc.: 

=.6 [O'(r+t; r-t){:l(t+s;t-s) 
t 

- (:l(r+t; r-t) O'(t+s; t- s)] 
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=.6 [O'(r+ s +t- s; r- t){:l(r+s +t-r; t- s) 
t 

- (:l(r +s+t- s; r- t)O'(r +s +t- r ;t- s)]. 

Now let r-t=w and t- s=v so that w +v = r- s. 

Now by hypotheSiS III v and w must be small or either 
~ or 11 will be small. Thus it is possible to expand ~ and 
11 about r + s this gives 

[A,B]r s= .6 ow+v r_.[O'(r +s, w){3(r + s, v) 
r W,Y , 

- (:l(r +s, w) O'(r +s, v) 

+V· 0 O'(r +s, w) (:l(r+s,v) 

-O'(r + s, w)w. 0 (:l(r + s, v) 

- v. 0 (:l(r + s; w) O'(r + s; v) 

+{3(r + s, w)w o 0 O'(r + s, v)] 

+ higher order terms in v and w. 

The zero order term vanishes by interchanging v and w 
in either but not both terms in the bracket. Again inter­
changing v and w in the first order term permits the 
more compact expression 

[A, B]r •• = 2.6 0w+V.r_s [v. 0 0' (r + s; w) (:l(r + s; v) 
'",v 

- 0' (r + s; w) W· 0 (:l(r + s; v)]. 

The second order term in v and w vanishes for symmetry 
reasons so that the expression is correct up to terms of 
order three which will be neglected. The diagonal com­
mutators are of particular interest: 

[A,B]r r=2:0 V· 0 O'(r + s; - v) {3(r +s;v) 
• v 

+QI(r+ s; -v)v. a (:l(r +s;v) 

=2.6v.a[0'(r+s; -v){3(r+s;v)]. 
v 

If the operators A and B are actually coordinate or 
momentum operators, there are additional symmetries 
that permit further simplification. The coordinate 
matrices are assumed to be real and symmetric so that 
Hr; - w) = Hr; w). The momentum matrices are assumed 
to be pure imaginary anti symmetric so that lI(r; - w) 
= - lI(r; w). These symmetries are consequences of time 
reversal invariance. Applied to the commutators these 
symmetries yield 

[Pa,Pb]r r=- 2i2.6 V· o[lIa(r + r, v) lIb(r+ r, v)J=O, 
• T 

These two expressions vanish because they are odd in v. 
There is nothing surprising about these results since 
the diagonal matrix elements of the commutator of two 
symmetric or two antisymmetric matrices vanish. It is 
reassuring that these properties have not been lost in 
the preceding manipulation. The commutator of a 
momentum and a coordinate are given by 

[Pa, xblr r = - 2i6 V· o[lIa(r + r, v) ~b(r + r, v»). (2) 
• v 

This does not vanish since it is even in v since 11 is an 
odd and ~ an even function of v. There is no particular 
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improvement possible in the nondiagonal commutator 
matrix elements. Thus the commutator equations become 

:0 v· a[7Ta(r + r, v) ~b(r + r, v)]= - iii 6ab (diagonal), 
Y 

:0 15,m r-a[ V· aa (r + s, w) j3(r + s, v) w,., , 

-a(r+s,w)w. oj3(r+s,v)]=O (off-diagonal), (3) 

where a and j3 run over all momentum and coordinate 
operators. The truncation hypothesis will be appealed to 
select a finite set of these equations. Since the sums are 
over v and w, it is not difficult to isolate sums and 
terms with v and W bounded. 

There is, however, a serious difficulty which requires 
additional rather more ad hoc assumptions to resolve it. 
The commutator equations are not completely decoupled. 
The differentiation which is really more properly a finite 
difference operation couples adjacent values of the first 
argument, for example, v. a a (r + s, w) 
=vI[a(rl +Sl + 1; w) - a(rl +St;w)] + ••• , where irrelevent 
terms have been neglected. The difference between 
a (r I + S 1 + 1, w) and a (rt + S I' w) cannot be neglected since. 
that is the whole effect so that the differentiation is a 
coupling. For the diagonal commutator matrix elements 
this can be overcome because the differential equations 
can be integrated but for the off-diagonal commutator 
matrix equations even in the one body problem the equa­
tions are nonintegrable and the coupling must be re­
moved by another less satisfactory method. By examining 
the equations, Hamiltonian, and commutator and gaining 
some experience in dealing with oscillator problems, it 
has been possible to propose solutions with free con­
stants. These can be substituted in the various equations 
and the differentiations can be explicitly carried out. 
The resulting equations for the constants are decoupled. 
This leaves something to be desired in rigor and gen­
erality but does permit decoupling. The method is il­
lustrated in the examples. 

Next consider the matrix element of the Hamiltonian. 
Start with the quadratic terms, the harmonic parts 

=-E 7Ta(r+t; r- t) 7Ta(t+ s; t- s) 
t 

=-E 1Ta(r+s+t-s;r-tha(r+s+t-r); t-s) 
t 

=-:0 O,,+v;r.,,1Ta (r+S+V;W)1Ta(r+s-w;v) 
V,V 

+v· a 1Ta(r + s; W) 1Ta(r + S; v) 

-1Ta(r+s; w)w. o7Ta(r+s;v)] +O(v2, w.v,w 2). 

The linear term in W and v vanishes by the permutation 
symmetry between W and v. This gives 

No special properties of the functions 1T were used to 
derive this result so it follows that 
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(4) 

(Xb);,,=:0 6".t;r __ ~b(r+s;W) ~b(r+S;v) +O(w2, Wov, v2). 
W,Y 

(5) 

As a sample of how the anharmonic terms can be 
treated a; AabctfX"aX&X"xd)rs is considered. The coefficient 
A abcd is assumed to be invariant under the permutation 
group on (a,b,c,d): 

x ~c(u +v; u - v) ~d(V + s; v- s) 

=:0Aabcd ~a(r+s+t-s; r-t) 

x ~c(r+ S +u +v- r- s; u- v) ~d(r + S +V- r; v- S). 

Now let r- t=wj , t- u=w2, 
w j +w2+ w3+ w4=r-s: 

u- V=W3, v- S=W4 so that 

1:0 AabCdXaX&X"x) 
'abed ~rs 

:0 

x ~b(r + S- Wt +W3 +W4; W2) ~c(r + S- WI - W2 +W4; W3) 

X ~d(r + S- WI - W2 - W3; W4)' 

X ~c(r + S; W3) ~d(r + S; W4) + [(W2 + W3 + W4)· 0 ~a(r + S; Wt)] 

X ~b(r + S; W2) ~c(r + S; W3) ~d(r + S; W4) + ~a(r + S; Wt) 

X[(- WI +W3 +W4)' 0 ~b(r +s; W2)] ~c(r+ S; W3) ~d(r+S; W4) 

+ ~a(r + S; Wj) ~b(r + S; W2)[(- WI - W2 + W4)· a ~c(r + S; W3)] 

X ~d(r + s; W4) + ~a(r + s; WI) ~b(r + S; W2) ~c(r + S; W3) 

X[(- WI - W2 - W3)· 0 ~d(r+S;W4)]} +O(wL Wi oW). 

Now it will be shown that the linear term vanishes be­
cause of symmetry so that 

( "6 AabcdXaX&X"xd) 
abed rs 

.0 
a,b,c,d 

w('''2 ""3'''4 

(6) 

The leading part of any anharmonic term can be written 
down at sight following this example. Since the first 
argument of all the ~ functions is r + s, an immense 
amount of decoupling has taken place. 

To show that the linear term vanishes, note that A abed 
and O"I+"2+ w3+ .. 4+r .... are invariant under the permutations 
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of a, b, c, d and w"w 2' w3, w4 respectively. The term in 
question is of the form Aabedo ... \.w2.w3 .... 4.r-sF(a, b, c, d; 
w\,wZ'W3'W4)· LetPabedandP ... ,. _ 11' be the sum of 

. l' 2' .... 3' 4 
the 4! permutation operators in the permutation groups 
on abc d and w\,wZ,W3,W4 respectively. Since a,b,e,d 
and wI> w2, W3' w4 are dummy indices of summation 

x F(a, b, e,d; wI> wz, w3, W4) 

and, since A and 0 are invariant, 

= (4 r t2 2: 0 ... \+ ... 2 .... 3.w4;r-8 Aabe? w\"'211'311'4 Pabed 

XF(a, b, e,d; WI' W2, W3, W4). 

The permutations applied to F will now be shown to 
vanish. Consider the terms in F of the form 
[(W2 +W3 +W4)' a ~a(W\)J ~b(W2) ~e(W3) ~d(W4)' There are six 
permutations which leave it invariant. For example, the 
simultaneous interchange of (W2W3) and (be). Obviously 
with each member of the permutation group on bed 
there is a member of the permutation group on W2W3W4 
such that the product leaves the expression above un­
altered. Thus the coefficient of a ~a(W\)~b(W2)~e(W3Hd(W4) 
from this part is (6wz + 6w3 + 6w4). If a b and WjW2 are 
interchanged in the part 

~a(w\)[(- w\ +W3 +W4)· O~b(W2He(W3)~d(W4)]' 

the expression (- W2 + W3 + W4) • a ~a(W\) ~b(W2)~e(W3)~d(W4) 
results. Again there are six permutations that leave the 
term o~a(W\Hb(W2He(W3Hd(W4) unaltered. This time be­
cause of the minus sign the coefficient becomes 
2(W2+W 3+W4)' Interchanging (a e) (w\ W2) in the term 
~a(W\)~IJ(W2)(- w\- Wz - w4)· oi;e(w3)~iw4) and carrying out 
the six permutations gives the result 
- 2(W2 +W3 +W4)· a~a(W\)~b(W2)UW3)~d(W4)' Finally the 
interchange (a d) (w\ W4) applied to the expression 
~a(W\)~b(w2He(W3) (- w\ - w2 - W3)· O~d(W4) followed by the 
six permutations gives the result - 6(W2 +W3 +W4)· o~.(w\) 

X ~b(W2nc(W3)~d(W4)' The sum of these contributions is 
zero. All other terms can be similarly examined, and 
the result is that they all vanish so the linear term 
vanishes. 

It is reassuring to examine the combinatorics and see 
that nothing has been left out. If a term such as 
w2 ' ol;a(Wl)l;b(w2He(w3)~d(W4) is identified as a monomial 
the original expression has 12 monomials. After all the 
permutations are performed there will be 24·24012 
monomials not all distinct. There are 24 ways of as­
sociating abe d with wI> w2, w3 , w4; there are four 
choices of where the differentiation can be applied and 
finally three choices of which W can be dotted into the 
gradient. Thus there are 24.4,3 distinct monomials. 
Each monomial must occur 24 024 012; 24·403 = 24 times. 
For those treated above this is true 12 times with a plus 
sign and 12 times with a minus to give a net zero. 

Thus we have found equations for commutators (2) and 
(3) and the quadratic (4) and (5) and the quartic terms (6) 
that occur in the Hamiltonian. Terms of higher than 
fourth degree can be treated similarly. These techniques 
permit any oscillator problem to be reduced to equations 
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of this type. Algebraic equations for the Hamiltonian and 
first order nonlinear partial differential equations for 
the commutators are obtained. In the next section 
several examples are considered. 

IV. EXAMPLES 

The first example is an oscillator with an harmonic 
and an anharmonic term. The Hamiltonian H is given by 

H 0==; p2 + x 2 + AX4. 

The purely anharmonic oscillator p2 + X4 has been treated 
earlier. For this problem the expression for the com­
mutator C and Hamiltonian H become 

tC rr =i.0 v a[7T(2r,v)H2r,v)]=-iffi, 
v 

- 7T(r + s; w)UJoHr + s; v)], 

H rs = L; 0w+v'r_s[ - 7T(r + 8; W) 7T(r +8, v) 
W,v ' 

+ ~(r+s;w) Hr+s;v)] 

The successive approximations are given by the 
sequence of equations for the nth approximation: 

Css=-i'li, 

The lowest order equations are explicitly 

- 7T2(r+s, 1) + ~2(r +s, 1) +4 A~4(r +S, 1) =0, 

2 a[(7T(2r, 1) ~(2r, 1)]=- n/2, 

where s =r + 2. There are two unknown functions ~(2r, 1) 
and 7T(2r, 1). The difference between ~(2r + 2, 1) and 
~(2r, 1) is negligible at this order of approximation. The 
truncation hypothesis suggests a set of two equations. 
There really are an infinite set of pairs of equations but 
they are decoupled. Terms such as 

= ~(2r + 1, IH(2r + 3, 1)~(2r + 5, 1H(2r + 5, - 1), 

that occur in the quartic term are set equal to 
~4(2r + 2, 1). In this way the intricate couplings are 
broken. The derivatives in commutator also couple 
various terms. The diagonal commutator is integrable 
so that this coupling is also dissolved. The integration of 
the commutator gives 

7T(2r, 1)S(2r, 1) = - iffr. 

If this equation is used to eliminate 7T from the 
Hamiltonian equation, it gives 

- rp y 2/4e + e + 4A~4 = 0 
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or 

16AI;6 + 41;4 - n2r2 = O. 

To simplify this equation, let I; = (nr/2)1 121] so that the 
equation becomes 

2a1]6 + 1]4 - 1 = 0, 
where a = Anr. The solution for 1;2 is given by 

1;2 = (inr) 1 12 «1/2Anr)1/3 - t 
+ {2(Anr)2 - t7 + 2Anr[(Anr)2 - i7]1 12}1!3 

+ {2(Anr)2 - i1 - 2Anr[(Anr) 2 - t? F 12}1!3) 

For (Anr)2 > i1 all the quantities are real while for 

(Anr)2 < i1 the radicals are to be taken as complex con­
jugates. There are two significant features of the solu­
tion that are preserved in higher orders. First 1;2 is a 
function of the variables nr and Anr. Secondly the de­
pendence of e on nr is very simple while the dependence 
on Anr is intricate but weak. 

The nr dependence of 1;2 is the same as for a harmonic 
oscillator just (nr/2). The An dependence is monotonic 
starting at 1 for Anr == 0 and becoming asymptotically 
equal to (2Anr)-1I6 for large values of Alfr. It is easy to 
find expansion for large and small values of Anr. These 
are 

2 
nr 

1/2 
1;= 

~ 1 - t(2Anr) + 31 (2Anr)2 - M (2Anr)3 + "', 2Anr is small, 

L2Anrtl 16[1-t (2Anrt2 13 + i4 (2A1irt4 13 - is (2Anrt6 13 + ... ], 2Anr is large. 

For intermediate values rational functions such as 

(
2)112 1 

nr ~ ::: -1-+-(-'2-V-rr-)T"Cllr;r6 , 

which agree with the first, one, two, and three terms of 
the series expansions in (2Anr)1/6 for both large and 
small values of (2Anr)1/6 can be used to interpolate with 
very good accuracy. These rational interpolating func­
tions are hard to construct when the degree of the 
numerator is six or larger. 

For the next higher approximation the exact solution 
cannot be given and only the asymptotic series and the 
rational interpolating are available. 

Now consider the second approximation to this prob­
lem. The functions Hr, 1), I;(r, 3), 7T(r, 1), and 7T(r, 3) are 
considered and the equations are C 880= - in, C 88+2 =H88+2 

=Hss+4 = O. The diagonal commutator equation C 88 is 

~ vO[7T(2r; v) H2r; v)] =- in 

The summation index v takes on the values ± 1 and ± 3. 
Since the argument of the sum is even in v, it follows 
that 

0[7T(2r; 1) J;(2r; 1) + 37T(2r, 3) J;(2r; 3)J=- in 

or that 

7T(2r; 1) H2r; 1) + 37T(2r, 3) J;(2r; 3) = -inr 

The Hamiltonian equations H ss+2 = 0 and H 88+4 = 0 are 

Hss+2 = 
-7T2(2r + 2; 1) + 27T(2r + 2; 1)7T(2r + 2; 3) + e(2r + 2; 1) 

+ 21;(2r + 2; 1) 1;(2r + 2; 3) + A[ 4J;4(2r + 2; 1) 

+ 12;a(2r + 2; 1) 1;(2r + 2; 3) + 12J;2(2r + 2; 1) 1;2(2r + 2; 3) 
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+ 12H2r + 2; 1) J;3(2r + 2; 3)] = 0, 

Hss+4 = 
-7T(2r + 4; 1) 7T(2r + 4; 3) + i;(2r + 4; 1) H2r + 4; 3) 

+ A[ J;4(2r + 4; 1) + 12e(2r + 4; 1) H2r + 4; 3) 

+ 6e(2r + 4; 1) J;2(2r + 4; 3) + 12J;<2r + 4; 1) J;3(2r + 4; 3)] 
=0. 

The commutator equation C 8s+2 = 0 is given by 

C ss+2 = - 07T(2r + 2; 3) J;<2r + 2; 1) + 07T(2r + 2; 1) J;(2r + 2; 1) 

- 307T(2r + 2; 1) H2r + 2; 3) - 37T(2r + 2; 3) a J;<2r + 2; 1) 

- 7T(2r + 2; 1)0 J;<2r + 2; 1) - 7T(2r + 2; 1)0 1;(2r + 2; 3) = 0 

This equation unlike the diagonal commutator equation is 
not completely integrable. A general integral of the form 

F[J;(2r + 2; 1), J;<2r + 2; 3), 7T(2r + 2; 1), 7T(2r + 2; 3),r]=C 

does not exist. If such an integral existed, then dF 
= IlC s8+2' where Il is a function, an integrating factor for 
CSS+2 = O. A little calculation shows, however, that there 
is no function Il such that the integrability conditions 

02F a2F 
OXl aX2 = aX2GXl 

are satisfied with Xl and X2 standing for any of the vari­
ables J;(2r + 2; 1), J;<2r + 2; 3), 7T(2r + 2; 1), and 7T(24 + 2; 3). 
The set of equations still has a solution, but it depends 
on special integrals of C8s+2 = O. Since this equation 
couples different values of r, the coupling is not yet 
broken. In principle the three other algebraic equations 
could be solved in terms of one of the variables and then 
Css+2 could be written as an ordinary differential equation 
in this variable. Because of the complicated character 
of the three algebraic equations, this does not appear to 
be a practical technique. 

The solution to the equations of the lowest order of ap­
proximation does, however, give suggestions about how 
a solution of this set of equations may be achieved. The 
functions J; and 7T can be written as (nr/2)1!2 times func­
tion of (2Alfr)lIS and these functions will have a weak 
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dependence on (2Mr)1/6. The power series expansions 
in (2Mr)I/S and (2;\lirt1/6 can be found and the rational 
interpolating function can also be constructed. 

As an ansatz take 

;(2r; 1) = ../lir/2 a[(2Mr)I/S], 

;(2r; 3) = ../lir /2 b[(2;\lir)I/S], 

1T(2r; 1) = ../lir/2 c[(2;\lir)I/S], 

1T(2r; 3)="/lir/2 d[(2;\lir)I/S]. 

The equations thata,b,c,d must satisfy are 

ac + 3bd=1, 

- 12ad - 1 2bc + (2;\lir)I/S 

x (-ad'+ac'-3bc'-3da'-ca'-cb')=0, 

- c2 + 2cd + a2 + 2ab + (2;\lir) 

(a4 + 3a3 + 3a2b2 + 3 ab3) = 0, 

_ 4cd + 4ab + (2;\lir)(a4 + 12a3b + 6a 2b2 + 12ab3) := O. 

The power series expansions for large and small 
values of (2Mr) are 

a = 11 -t(2;\lir) + #a (2;\lir)2 - ffit (2;\lfr)2 + •.• , 

(2;\lirt llS[O. 9196 + 0.007756 (2;\lfrt4/S 

- O. 007 0 54 (2;\lirt8/S + , •• ], 

1 
f4 (2;\lir)2 + f:s (2;\lfr) 2 + ... , 

b-
(2;\lirt1/S[O. 0131 + 0.05096 (2;\lir)"4/6 
+ O. 000 1602 (2;\lir)"8/6 + eo.], 

c = 1- 1 - t (2;\lir) + fli(2Mr)2 - fflt (2;\lfr)3 + '0' , 

(2;\lir)lIS[ - 1. 0793 + O. 03811 (2Alfrt4/8 
+ O. 008459 (2;\lir)"8/S + ... ], 

1
-t(2Mr) + M (2Alfr)2 - !Wo (2;\lfr)3 + ''', 

d= 
(2;\lfr)1/6[ _ 0.1943 + O. 07715 (2;\lfr)4/S 

+ 0.001101 (2;\lfrtB/ S + ... ]. 

The lowest order equations for the pair of oscillators 
described by the Hamiltonian 

H =P12 +P22 +X12 +X22 +AXI4 + 2Bx12X22 +CX24 

were previously developed. They are 

16A;16(1, 0; 1,0) + 16B~14(1, 0; 1, OH2
2(0, 1; 0, 1) 

+4~14(1, 0; 1,0) - n2 =0, 

16B;12(1, 0; 1, OH24(0, 1; 0, 1) + 16G;2s(0, 1; 0, 1) 
+4;24(0,1; 0, 1) - m 2 =0. 

The substitutions 

~1(1, 0; 1,0)= Vn721/1' 

;2 (0, 1; 0, 1) := -rr;:!72 1/2 

extract the harmonic dependence and give the equations 
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(2An)1/1 S + 2Bm 1/141/22 +1/14 -1 =0, 

2Bn1/121/24 + (2Cm) 1/26 +1/24 
- 1 =0. 
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(7) 

For positive values of B, 1/1 and 1/2 are slowly varying 
functions of m and n with 0.; TIl' Tl2'; 1. Power series ex­
pansions can be developed in the variables (2An)'I, 

(2Bm)'l, (2Bn)~I, (2Cm)' depending on the size of these 
variables. Rational interpolating functions can also be 
constructed for intermediate values of the variables. 
For negative values of B the situation is more com­
plicated since TIl and Tl2 may become infinite. 

In the more complicated approximation in which 
~1(a,I,O), ~1(a,O,l), ~2(0,1,1,0), and ~2(0,1,0,1)and 
the corresponding 1T'S are different from zero the 
equations 

ol[1T1 (2r; 1, 0)~1 (2r; 1,0)] + o2[ 1T1 (2r; 0, 1) ~1 (2r; 0, 1)] = -iii 4, 

ol[ 1Tl (2r; 1, OH 2(2r; 1,0)] + oJ 1Tl (2r; 0, IH2(2r; 0, 1)] = 0, 

ol[1T2(2r; 1, 0)~2(2r; 1,0)] + o2[ 1T2(2r; 0, 1)~1 (2r; 0, 1)] = 0, 

ol( 1T2(2r; 1, 0)~2(2r; 1 ,0)] + o2[ 1T2(2r; 0, 1) i;2(2r; 0, 1) 1 = -1i/4, 

- 1712 (1,0) + 1T2 2(1,0) + i;1 2(1 , 0) + ~2 2(1,0) + 4A ;1 4(1,0) 

+ 12A~/(1, 0)~12(O, 1) + 8B;1 2(1, OH2
2(1, 0) 

+ 16B~j (1, O)~I (0, 1)i;2(1, OH2(0, 1) + 4B;12(1, OH/(O, 1) 

+ 4B ~12(0, 1)~22(1, 0) + 4G;24(0, 1) + 12~22(0, 1) ~22(1, 0) = 0, 

- 21T1(1, 0)1T1(0, 1) + 2172(1, 0)172(0,1) + 2~1(1, OH1(0, 1) 

+ 2~2(1, 0) ~2(0, 1) + 12A ~13(1, OH1 (0,1) + 12A i;1 (1, OHI3(0, 1; 

+ 12Bi;1 (1, OHI (0, 1)i;22(1, 0) + 12Bi;j (1, OH1(0, 1H2
2(0, 1) 

+ 12B ~12(0, 1)~2(1, 0) ~2(0, 1) + 12G;23(1, 0)~2(0, 1) 

+ 12G;2(1, OH23(1, 0) = 0, 

_1Ij2(0, 1) + 1T22(0, 1) + i;1 2(0, 1) + ~22(0, 1) +4A~14(0, 1) 

+ 12Ai;1 2(1, 0)~12(0, 1) + 8Bi;1 2(0, 1)~22(0, 1) 

+ 16B ~I (1, OHI (0, 1)i;2(1 ,0) i;2 (0,1) + 4Bi;12(1, 0)~22(0, 1) 

+ 4B ~12(0, 1)i;2 2(1,0) + 4G;24(0, 1) + 12G;22(0, IH22(1, 0) 

=0, 

- 2171 (1,0)171 (0,1) - 2172(1,0)172(0,1) + 2~1 (1, OH1 (0,1) 

+ 2i;2(1, OH2(0, 1) + 12A ~13(1, 0)~1 (0,1) 

+ 12A~1 (1, OHI
3(0, 1) + 12Bi;1 (1, OH I (0, 1)i;/(1, 0) 

+ 12Bi;1 (1, OHI(O, 1)i;22(0, 1) + 12Bi;12(1, 0)M1, OH2(0, 1) 

+ 12B i;1 2(0, 1)i;2(1, 0)~2(0, 1) + 12G;23(1, O)~2(0, 1) 

+ 12G;2(1, OH2
3(0, 1):= 0. 

These equations are easily solved by setting 

17 1(0, I)=: 172 (1,0) := i;1 (0, 1) = ~2(1, 0) = O. 

The equations then reduce to those of the previous order 
of approximation. The next order is much more com­
plicated and will be the subject of a subsequent 
calculation. 

V. CONCLUSIONS 

The intention of the present methods is to reduce the 
problems of anharmonic oscillators to sets of algebraic 
equations. Ideally the general features of the solutions 
of these equations would be evident from the equations 
and exact numerical solutions would be feasible with 
computers. Successive approximation would yield solu­
tions of increasing accuracy. 
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For the single oscillator the problem is almost in this 
state. The equations can be written down and the qualita­
tive behavior of the solutions is self-evident and ,quanti­
tative solutions are accessible. There are improvements 
that still can be made. The approximations are severe 
for small values of the quantum numbers, and the ground 
state and first few excited states should be treated more 
carefully. The possibility exists of linearizing the second 
and higher order approximation rather than attempting 
to solve the nonlinear equations in each order. This 
would accomplish a great deal in the direction of de­
coupling the nondiagonal commutator equations. 

In the cases of two or more coupled oscillators the 
new phenomena of the commutators of the type 

[Pa'Pb]' [xa, Xb], and [Pa, Xb] 

for a'" b occur. The relative numerical size of these 
matrix elements is still unknown. This information is 
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vital in developing a systematic procedure to go beyond 
the lowest order reported here. In order to study these 
numbers, a good solution of (7) is required. This seems 
to be the main obstacle at this time to bring the solution 
of the problem of several oscillators to the same level 
as that of a single oscillator. 
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Separation of variables in the Hamilton-Jacobi, 
Schrodinger, and related equations. II. Partial separation * 
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Sufficient conditions are given for coordinate systems in which the Hamilton-Jacobi equation and the 
SchrOdinger and related equations are partially separable in n dimensions. For the first equation, the 
solution is assumed to be a sum of V+T functions of a single variable, and of f.L [0 ~f.L~ (n- v-T)/2j 
groups of other variables; for the other equations, products of such functions are assumed. These 
assumptions lead to V+T completely separated differential equations, of which v are linear in the separation 
constants, and f.L partially separated equations depending on the remaining n- V-T variables. The general 
forms of the various metric tensors gkl of the Riemannian spaces Vn as well as of the allowed potentials V 
corresponding to the different possible types of such equations are determined; they are identical for the 
Hamilton-Jacobi equation and for the other equations studied, except that for the latter some of the 
metrics are further restricted by a condition on their determinants. The results are established by methods 
similar to those used in Paper I of this series for complete separation, and include the results obtained 
there as special cases. In the course of determining the allowed forms of the gkl it is also established that 
there exist v + T + f.L independent first integrals linear and quadratic in the momenta for the dynamical 
systems described by the Hamilton-Jacobi or the Schrodinger equation. The v linear ones are 
homogeneous, and the T + f.L quadratic ones correspond to homogeneous quadratic integrals of the geodesics 
of the Vn • These results imply the existence of v Killing vectors and of T + /J. Killing tensors of rank two 
for the Vn • Further polynomial integrals can be constructed; those integrals of degree r which are 
independent of the original V+T+ f.L integrals each correspond to an independent Killing tensor of rank r. 

I. INTRODUCTION 

In spite of the importance of the method of separation 
of variables for the solution of partial differential equa­
tions (PDE's), there are very few systematic attempts 
in the literature to determine the coordinate systems 
which permit the solution of a particular PDE by this 
method. The only PDE for which all coordinate sys­
tems, i. e., all forms of the metric tensor of a Rie­
mannian space V", as well as all forms of the potential 
V have been determined which allow complete separa­
tion is the Hamilton-Jacobi (H-J) equation1 

,2; the re­
sults were reviewed and elaborated on in a recent 
paper3 (in the following referred to as I). This paper 
also gave sufficient conditions for coordinate systems 
in which the Schrodinger, Helmholtz, and Laplace equa­
tion are completely separable. It was shown that in n 
dimensions there are n + 1 types of such systems, n of 
which are in general nonorthogonal. These systems 
correspond to those for which the H-J equation is 
separable, but except for the" essentially geodesic 
case" of Levi-Civita4 (for which V must vanish) they are 
more restricted due to a condition on the determinant 
of the metric. 

If studies of conditions for complete separation are 
scarce, those of conditions where separation is only 
partial are almost nonexistent. Of main concern to this 
paper is the work of Paul Stackel on the H-J equation5 

generalizing this author's results for complete separa­
tion in orthogonal coordinate systems" There are also 
a few recent studies of the Schrooinger, Laplace, 
Helmholtz, and related equations, 6-8 which also contain 
some references to earlier literature. 

In Sec. II of this paper we develop sufficient condi­
tions for coordinate systems which allow partial sepa­
ration (in a sense to be specified later) of the H-J equa-
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tion, which include the conditions of Burgatti1 and 
Dall'Acqua2 for complete separation as special cases. 
Corresponding conditions for the Schrooinger, Helmholtz, 
and Laplace equation, which include the conditions given 
in I for complete separation as special cases, are found 
in Sec. IV. The methods used are closely analogous to 
those used in I; the main complication is notational. As 
in the case of complete separation, it is found that the 
Schrooinger and related equations allow the same metric 
tensors and potentials as the H-J equation, apart from 
a condition on the determinant of the metric and certain 
differentiability conditions" 

In the course of determining the allowed forms of the 
metric tensor it is also established that there exist a 
number of independent first integrals linear and quadra­
tic in the momenta for the dynamical system described 
by the H-J equation" In Sec" III these integrals are de­
termined, further polynomial integrals are constructed 
via Poisson's theorem, and these integrals are related 
to the homogeneous polynomial integrals of the geo­
desics of the V

IT
, as well as to the Killing tensors ad­

mitted by the V
IT

• Analogous results are established in 
Sec. V for the polynomial constants of the motion of 
the Schrodinger equation, The results of this paper are 
briefly summarized and discussed in Sec, VI. 

II. THE HAMILTON-JACOBI EQUATION 

The H-J equation (after separation of the time­
dependent part) in a V" with coordinates qj (i == 1 " " "n) 

and metric gkl is 

(1) 
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where 

T=t t t1pRPl' 
k ,I =1 

n 

.:0 gk"'% m = Ok l , (2) 
m::::::l 

_ aW(ql" ·qn) 
Pi =. 3qj , i =1· 0 ·n. 

In the following it will be understood that the range of 
the Latin indices is from 1 to n, but for our purposes 
it will be preferable always to indicate summation ex­
plicitly rather than to use a summation convention; 
similarly, since in this paper we are concerned with 
special coordinate systems rather than tensorial rela­
tions valid in all coordinate systems, no tensorial prop­
erties will be implied by the position of any index, ex­
cept for the co- and contravariant metric tensors gkl 
andt l

. 

Complete separation of Eq. (1) requires 

W(ql" 'qn)=L Wj(qj). 
i=1 

(3) 

We shall be concerned with partially separated solutions 
of the form 

v v.,-

W(ql " 'qn) =~ W",(qa) + .:0 Wo(qp) 
Q =1 p=v+l 

" + ~ Wx (qx 1 ••• q xhy). 
X=1 

(4) 

Here we have divided the variables and the correspond­
ing indices into three groups 

qa, a=l .• o lJ, 

qo' p = lJ + l···lJ + T, 

qX>l!' X = 1 ••• tL, Ij! = 1 . 00 hx, 

O"::tL..::t(n- lJ - T ), /lx?2, 

(5a) 

(5b) 

(5c) 

to be called variables and indices of the first, second, 
and third kind, respectively. Those of the first and 
second kind are the same as were used in I (following 
Refs. 4, 1, and 2); those of the third kind were first 
introduced by Stackel. It should be noted that the vari­
ables of the third kind are each characterized by two 
numbers, the first one denoting the particular group of 
variables, and the second the variables within the group; 
to avoid confusion, these will be bracketed when they 
appear in the metric tensor or in the p's. 

In the following, letters of the Greek alphabet up to 
and including lJ will be used for indices of the first kind, 
those between lJ and T for the second kind, and those 
beyond T for the third kind, except that the letter p. is 
reserved for the number of groups of variables of the 
third kind, and the index TJ can range over variables of 
the second kind and the index denoting the particular 
group of variables of the third kind. Latin indices will 
be used if the entire range 1 .. 0 n is covered. The range 
of any summation will be indicated by 'I} for variables 
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of the first kind, by L;u for variables of the second kind, 
by L;tII' for those variables of the third kind which de­
note the groups of variables, and by L;III" for the ones 
denoting the variables within the group. 

Anyone or two kinds of variables may be absent. If 
the first kind is absent, we define v = O. This is the 
case discussed by Stackel. 5 There, no explicit distinc­
tion was made between variables of the second and 
third kind, but in the presence of variables of the first 
kind this distinction is essential; unlike Stackel, we 
therefore do not allow hx to take the value 1. 

If the variables of the second kind are absent, we 
define T = 00 If those of the third kind are absent, we 
recover the case of complete separation discussed in 
I. Clearly we will obtain results which are not contained 
in I only if n ? 3. 

The division of the coordinates given by (5a- c) is 
fully characterized by the numbers v, T, hi' . 0 h" 0 The 
corresponding metrics and partially separated equations 
will be referred to as of type Tv ,T ,hl".h,,; they are gen­
eralizations of those of type Tv discussed in 10 

If both the first and second kind of variables are ab­
sent, no variable is completely separated, and if in ad­
dition X takes on only the value 1 (and thus hi =n), there 
is no separation at all. 

Corresponding to the coordinates of the first kind, and 
of those of the second and third kind combined, we in­
troduce two sets of arbitrary continuous functions, one 
set 

CfJa;(J(q",), a, i3 = 1 . 0 • v, (6a) 

where each function depends on a single variable of the 
first kind only, and with determinant ¢I' and another 

CfJp~(qp), p = v + 1 0 0 • v + T, 

1}=1,"T+tL, 

CfJx~(qxl • 0 0 qXhx) , X = 1 ••• tL, 

TJ=l·· o T+p., 

(6b) 

depending on the variables of the second and third kind 
as indicated, and with determinant ¢rr. ¢r and ¢u are 
assumed not to vanish. The cofactors of CfJ,,(J, f{!Pnl and 
f{!x~ in their respective determinants are denoted by 
¢",(J, ¢p~, and ¢x~, respectively; note that they do not 
depend on q"" qp, and the qx. respectively. If one or 
both of the determinants contain only a single element 
CfJjj, we will define ¢ii = 1. We will frequently use the 
well-known relations 

I;I CfJ0I.8¢OI.K =.:01 
f{!BOI.¢KOI. = ¢loe", 

'" Oi (7a) 

'" 11'111' rn .!. =.!. 0 a '>'II+III'rp.!. =.!. 0 x' (7b) 
L.J 'f'PTlo/cm 'f"II p, L.J XTI'+'X'11 'PII X , 

" " 
without explicitly referring to them. 

We also introduce six other sets of functions 

f:(qp), F/A(qp) = F/<, ltp(qp), 

p=v+1"'V+T, K,A=l ... v, (8a) 
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and 

G/A(qx1 • , 'qX"x,) = G/", U x(qXl'" qXI.,) , 

X=1"'Jl, gJ,</!=1···hx, K,X=1'''II, (Bb) 

all of which except the Up'S and Ux' s must be continuous, 
and three sets of arbitrary constants (" separation 
constants") 

Cet , a = 1 .. . 11, (9a) 

cp, p=lI+l .• ,II+T, (9b) 

cx, X=l"'Jl. (9c) 

For any X, the determinant of Ax ~~ is assumed not to 
vanish. We now consider the three sets of differential 
equations 

a=l ... II, (lOa) 

+ I;II+III'gJp~(qp)cn_ 2U.(q.)1/2, P= II + 1"'11 +T, 
~ 

+ ~II+III' gJx~c~- 2Ux, X= 1··· /J-, 
~ 

(lOb) 

(lOc) 

and shall derive the forms of II and V following from 
these equations by eliminating the separation constants 
from them and comparing the resulting equation with 
Eqs. (1), (2). 

Multiplying the set (lOa) by ¢",,/¢I and summing over 
a, we obtain 

~I ¢""dW" =c". 
" ¢I dq" 

Substituting this into (lOb), rearranging terms, and 
squaring, we get 

(dWp_~d/¢a8dW,,)2 = I? F:).¢~,,¢a'A dW" dWa 
dqp ",S ¢r dq" ",a,",'A ¢I dqet dqa 

Similarly, substituting (lla) into (10c), we get 

(lla) 

(llb) 

(llc) 

Squaring (lla) and changing dummy indices, we obtain 

6 r ¢"Ar dWet dWa = c 2 

",$ ¢I dq" dq$ Y' 
(12a) 

We now multiply (lIb) by ¢P~/¢II and sum over P; sim­
ilarly we multiply (llc) by ¢X~/¢II and sum over X. Ad-
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ding the resulting equations and rearranging, we get 

£II ¢p~ (dWp _ ~ d/¢aa dWa) 2 

p ¢I dqp ",a ¢I dq" 

+ ;GIll' 6 III" ¢xn A ~. ilWx ilWx 
x ~,. ¢II X ilqx~ oqXd; 

_ ~I [6nF:A¢p~+~III'G/'A¢x~J 
0: ,a ,KpA P X 

X ¢""lSA dWa dWs + ~II 2up¢P9 +6 III' 2Ux¢x, = c 
¢I ¢II dq" dqs p ¢II X ¢II ~. 

(12b) 

We now sum Eqs. (12a) and (12b) over 'Yand 1), respec­
tively, add the resulting equations, and put 

2: ICy2 + ~II+III' c~ = 2E. 
y 

Then we obtain 

.0I~dW" dWs 
'" ,{l,Y ¢I dq" dqs 

+ 6II .011 +II I' ¢p~ (dWp _ .0d /¢as dW,,) 2 

p ~ ¢II dqp a,S ¢I dq" 

+ BIll '.0 II +1 II '61 U" ¢x~ Ax ~~ awx awx 
X ~ ~ ,. ¢u oqx ~ aqx~ 

- 6 II
+
III

' 6 1 [.011 Fp ,,'A ¢p~ + .0II
I' Gx").¢x~J 

11 0: tB ,I( ,A P X 

+ 2L II +III' [.0 IlUP ¢P9 + ~II1' Ux¢x~l = 2E, 
~ p ¢II X ¢n J 

which is indeed of the form (1) with (2). 

(13) 

(14) 

We shall first consider the case where the variables 
of the second kind are absent, so that T = 0, i. e., the 
type Tv,o,hr"'h". Then Eq. (14) reduces to 

L:/ [6 I ¢CXytsy _ ~I1I'.0IGX "'A¢x~~] dW", dWa 
",a Y ¢I X,ry" ,A ¢I ¢n dq" dqa 

+ 26m ' uX¢X9 = 2E. 
X,ry ¢Il 

(15) 

The form of i'l and of V follows from comparison with 
Eqs. (1) and (2). Since the metric tensor must be con­
tinuous, all arbitrary functions entering it must be con­
tinuous. Furthermore, since g must not be allowed to 
vanish, it follows from the form of g IX ~ }(X~J that for each 
X we must require detAx~·"* O. The form of the W'" fol­
lows from integration of Eq. (lOa); because of Eq. (2), 
constants of integration can be omitted. 

Summarizing our results we thus have 

Theorem I: The Hamilton-Jacobi equation (1), (2) 
can be solved by partial or complete separation of vari­
ables in any V n (n? 1) whose contravariant metric ten-
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sor is of the form 

g"'B = t fOKX _ t G/x
¢xql ¢aK~B)', 

K ,~=1 L 1.,'1=1 ¢u J ¢I 

gaTJ=O, 

gIX ,,}Ix'.) = 0, X * X', 

glx,,)/x.) =(t~)Ax".' 
'1=1 ¢U 

a, (3= 1··· v, 

x, X', TJ = 1 ... Jl, ° '" Jl < n - v, 

f{J, If! = 1 ..• hx, hx "" 2, 

" 6hx=n-v, 
1.=1 

where G/A(q1.1 ••• q1.h1.) = G/K and Ax "·(qx1 •• 'qx\) 
=A/" (with detAx·" '* 0) are arbitrary continuous real 
functions of groups of hx variables each, ¢I and ¢II are 
the determinants (* 0) of two sets of arbitrary continuous 
real functions f{JaB(qa) (a, (3 = 1· .. v) and f{JXT)(q1.1 ••• qxh) 
(X, TJ= 1· .. Jl) respectively, and ¢aB and ¢XT) are the co­
factors of f{JaB and f{JXT) in these determinants (with ¢u 
'" 1 if one or both determinants consist of a single ele­
ment f{Ju only); the potential energy V must be of the 
form 

V(qu" ' q1h1' •• 'q,,1 " ·qjLh) = t ;,¢XT) , 
X ,'1=1 'f-'U 

where the Ux. (qx1 ••• qxh1.) are arbitrary real functions of 
groups of hx variables each. The solution is of the form 

and the c i (i = l' .. n) are arbitrary real constants, 
subject to the condition 

" jL 

6 Cy 
2 + .0 CT) = 2E. 

y=1 '1=1 

If v =n, the separation is complete; if v *n, n must be 
"" 3. 

Clearly, if v = n (n"" 1), we only have variables of the 
first kind, and gaB reduces to the form (20) of I, from 
which we can obtain the form (21) of I for gaB, in agree­
ment with Theorem I of that paper. 

Now we consider the case where the variables of the 
first kind are absent, so that v = 0, i. e., the type 
To,T.h1"'hjL' Then Eqs. (13) and (14) reduce to 

(16) 
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+ 26 II+III , r.011~+ 6IlI'~] =2E. (17) 
'1 t P ¢II X ¢u 

The form of gkl and of V follows as before. The form 
of the Wp follows from integration of Eq. (lOb); the con­
stants of integration can be omitted as before. Thus we 
have 

Theorem II: The Hamilton-Jacobi equation (1), (2) 
can be solved by partial or complete separation of vari­
ables in any Vn (n"" 1) whose contravariant metric ten­
sor is of the form 

gPU =0, p* a, 

g (X",){X'.) = 0, X * X', 

g (U){XO\) = (t ¢XT))Ax "., 
'1=1 ¢U 

p,a=1"'T, O<T"'n (T*n-1), 

X, X' = 1··· Jl} 
O"'Jl<n- T, 

TJ= 1 .•. T + Jl ' 

f{J, If! = 1 ..• hx' hx "" 2, 

" 6 hx=n- T, 
1.=1 

where Ax "''' is defined as in Theorem I, ¢II is the deter­
minant (* 0) of a set of arbitrary continuous real func­
tions f{JPT)(q p), f{JXT) (qxt ••• qXh) (p = 1 ••. T, X = 1 ... Jl, 
TJ= 1 ... T + Jl), ¢pT) and ¢XT) are the cofactors of f{JPT) and 
f{JX'l in this determinant; the potential energy V must be 
of the form 

=6 L:~+.0Ux.'f-'X'l , T+IL [ T ,/.. u ,/.. ~ 

'1=1 p=1 ¢II 1.=1 ¢U 

where the up(qp) are arbitrary real functions of a single 
variable each, and the Ux. are defined as in Theorem I. 
The solution is of the form 

where the Wx are solutions of 

hx aw: aw: T+" 6 Ax ",,, __ x __ x = 6 f{JX'lCT) - 2Ux., 
",.=1 aqx" aqx. '1=1 

and the cT) (TJ = 1 ••• T + Jl) are arbitrary real constants, 
subject to the condition 

If T = n, the separation is complete; if T * n, n must be 
"" 3. 

Apart from notation, this theorem agrees with the 
results of Stackel. 5 If T = n (n"" 1), we only have vari­
ables of the second kind, and the theorem reduces to a 
special case of Theorem II of I. 
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We also note that 

~ {U){X<iJ} = 0 for qH1/! 
if 

Ax ~I/> =Ax"~ = 0 for cp * 1/!, 
(18) 

and thus for this special choice of arbitrary functions 
Theorem II yields orthogonal coordinate systems. This 
also holds for Theorem I if in addition to the simple 
choice (18) for the Ax ~;"s the other arbitrary functions 
are such that 

,'I ~6 "III' Gx"X¢x~~ ¢a.¢a). - 0 U KA -U --- --;::;r-- , 
<,A X,~ ¢u 0/1 

(19) 

a condition which is satisfied only for very special re­
lations between the various functions. 

Now we consider the general case. Proceeding as in 
the two special cases above, we readily obtain from 
Eqo (14) 

Theorem III: The Hamilton-Jacobi equation (1), (2) 
can be solved by partial or complete separation of vari­
ables in any Vn (n? 1) whose contravariant metric ten­
sor is of the form 

grY.{X0} =0, 

~pcr = 0, p * a, 

T+" rio 
~pp =6 ::t::..I1!!, 

~"1 ¢r I 

K'{X~}=O, 

K{X~}{X'IPI=o, X*X /, 

K{X0){XIPI =(~ ¢X~) Ax ~IP, 
~"1 1'n 

a, {3=1·· .v, 

p, a= v + 1··· v + T, 

X, X' = 1··· JJ.} 
, O"'JJ.<n-v-T, 

17=I .•• T+JJ. 

" Lhx=n-v-T, 
x"1 

where Gx <A = Gx A< and Ax "''' = Ax "'" are defined as in Theo­
rem I, FP"A(qp) = F/< and f/'(qp) are arbitrary continuous 
real functions of a single variable each, 1'1 and ¢1I are 
the determinants (* 0) found from a set of arbitrary con­
tinuous real functions CPrY.6(qrY.)(a, {3= 1 0 o. v) and a similar 
set of functions cpp~(qp) (p = v + 1 ... v + T) and 
CPX~(qxl ••• qXhJ(X = 1 ... 11, 17 = 1 0 •• T + JJ.) respectively, 
and ¢ rY.B, 1'P": and 1'xn are the cofactors of rp rY.B' rp Pn' and 
rpx~ in these determinants (with CPii = 1 if one or both 
determinants consists of a single element rp ii only). The 
potential energy V must be of the form 
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V(qv+l" 'q" ql1' 0 ·q1h1 •• 'q"I" 0 ql'h) 

-~ r t up¢p~ + t Ux1'xn] 
- n=1 ~ "v+l l' II X=1 ¢II ' 

where the up(qp) and Ux(qX1 •• 0 qXh ) are defined as in 
Theorems II and 1, respectively~ The s(')lution is given 
by 

v 

W = .0 .r rpaf3(q",)c8 dqa 
a ,6.1 

I' 

+ 6 WX(qxl •• 'qXh)' 
X=1 

and the c i (i = 1· .. m) are arbitrary constants, subject 
to the condition 

" T+j,L 

L cy
2 +£ c~=2E. 

y.l ~.1 

If T = n, the separation is complete; if T * n, n must be 
? 3. 

Theorem III clearly contains Theorems I and II as 
special cases. Furthermore, if v + T=n (n;> 1), it re­
duces to Theorem II of L 

III. POLYNOMIAL FIRST INTEGRALS FOR 
CLASSICAL DYNAMICAL SYSTEMS 

Theorem III represents the solution of the problem 
of partial separation of variables for solutions of the 
H-J equation (1), (2) of the form (4). If the variables 
of the third kind are absent, it would also provide the 
complete solution of the integration of the dynamical 
system described by the H-J equation or equivalently 
by the canonical equations 

d(Ji oH -=-, 
ell api 

(20) 

i= 1·" n, 

where H is the function given by (1), (2), but now the 
momenta Pi are variables on the same footing as the 
coordinates (Jj rather than related to them through 
W(ql .• 0 qn)' This follows from the Hamilton-Jacobi 
theorem, 9,10 which states that if a complete integral 
W«(Jl ' , , qn, Cl ••• en) of the H-J equation depending on 
n arbitrary constants ci is known, then the integrals of 
Eqs. (20), depending on 2n arbitrary constants b;, c;, 
are given by 

i=l. 0 oil. 

aw 
bi=-ac.' , 

(21) 
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In the presence of n-II-T variables of the third kind 
(II + T * n) the solution of the H-J equation given by 
Theorem III depends on only II + T + JJ. arbitrary con­
stants. While this is not sufficient for the complete in­
tegration of Eqs. (20), it would be possible to obtain 
n + II + T + JJ. independent integrals if the dependence of 
the solution on the cI ' s were known explicitly. 11 How­
ever, in general this is not the case, since the part 
z:III'Wx of the solution is determined by the PDE's 
(10c), which are not separable by assumption. 

However, in proving Theorem III we have obtained 
II + T + JJ. independent first integrals of Eqs. (20) expli­
citly; these are given by Eqs. (lla) and (12b), where 
the derivatives of the WI'S with respect to the coordi­
nates qk are to be replaced by the momenta h according 
to Eq. (2). The integrals (lla) are linear in the mo­
menta, and thus their squares (12a) are integrals qua­
dratic in them. Furthermore, the sum of the quadratic 
integrals (12a) and (12b) yields the energy integral (14); 
however, obviously (12a) and (14) are not independent 
of the original II + JJ. integrals. 

Since from Eqs. (20) and (2) 

dqk _ t kl L; dqk 
df- l =l g PI' PI = k glkdf' (22) 

any integral which is a polynomial of mth degree in the 
momenta is a polynomial of the same degree in the velo­
cities, and conversely. 

Thus we have 

Theorem N: If the Hamilton-Jacobi equation (1), (2) 
allows partial or complete separation of variables ac­
cording to Theorem III, Hamilton's equations (20) pos­
sess II independent integrals linear in the momenta 

1 =t¢(JlY p =c y=I···II, 
Y <>=1 ¢I <> y, 

and T + JJ. independent integrals quadratic in the 
momenta 

=C~ , 

(A) 

(B) 

where all functions and constants are defined as in 
Theorem III, and the constants are subject to the condi­
tions stated there. In the case of complete separation, 
II + T + JJ. equals n. From the integrals (A) there follow 
II quadratic integrals 

12= t ¢aY¢8Y p P = C 2 
Y ~a8 Y, 

a ,8=1 '1'1 
(e) 

and the integrals (B) and (e) imply the energy integral 
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n 

H(q1" ·qn>P1·· ·Pn) =t I) gklPkPl + V=E. (D) 
k ,I =1 

In the absence of variables of the first kind, Theorem 
N reduces to the results found by Stackel5 for quadratic 
integrals, and if in addition the Ax "'~'s are subject to 
condition (18), it further reduces to his theorem on 
orthogonal quadratic integrals, which generalized an 
earlier result by Di Pirro. 12 

However, this does not necessarily exhaust the in­
tegrals linear or quadratic in the momenta. By 
Poisson's theorem, 9,10 the Poisson bracket 

[I I'] =t (~ aI' _~ aI') 
, i=l aql api api aqi 

(23) 

for any two integrals is again an integral. This follows 
from the relation 

[I,H]=O 

valid for any integral, and Jacobi's identity 

[A, [E, C]] + [E, [C, A]] + [C, [A, E]] ~ 0, 

(24) 

(25) 

valid for any three functions of the Pi and qi; application 
to I, I', and H and use of Eq. (24) immediately yields 

[[I, I'], H] = 0 (26) 

as required. The integral thus obtained is not neces­
sarily new, however, since [1, I'] might vanish, be iden­
tically equal to a constant, or be a function of other 
integrals. In particular, in the case of orthogonal co­
ordinate systems the II + T + JJ. independent integrals (A) 
or (e) and (B) do not have any variables in common and 
thus all Poisson brackets formed from them vanish; in 
the terminology of Lie, they form a function group and 
are in involution. 9,13 

But if not all coordinates are orthogonal, this is not 
necessarily the case. Any new integrals obtained by 
Poisson's theorem (which from the form of the I/s and 
In's will again be polynomials in the momenta) can be 
used as members of new Poisson brackets to construct 
other polynomial integrals; this process may be con­
tinued step by step until all further Poisson brackets 
vanish, are constants, or yield only combinations of 
known integrals o Unfortunately, this process has to be 
carried out separately for any particular Ho But as the 
total number of independent integrals equals 2n, and 
each step except the last one must yield at least one 
new integral, this requires at most 2n - (II + T + JJ.) 
steps. Since each step can increase the degree of the 
highest polynomial by at most one, and the initial set 
(A), (B) was at most quadratic in the momenta, this 
process can not lead to any independent polynomial in­
tegral of degree higher than 2n - (II + T + JJ.) + 2, and at 
most to one polynomial of this degree. The procedure 
is straightforward but tedious, and no new general fea­
tures become apparent. Therefore, we shall only give 
the results for the linear and quadratic integrals follow­
ing from the integrals (A) and (B) of Theorem N; cubic 
integrals can be obtained by forming the Poisson brack­
ets of two different integrals (B), and all the new inte­
grals obtained can be used to form further integrals of 
first to fourth degree in the next step, first to fifth in 
the succeeding one, and so on. 

Peter Havas 2481 



                                                                                                                                    

Thus we have 

Theorem V: Under the conditions for which Theorem 
IV holds, further integrals of the dynamical system 
described by the Hamiltonian H may be obtained from 
the v independent integrals (A) and the T + IJ. independent 
integrals (B), linear and quadratic in the momenta, re­
spectively, by forming their POisson brackets. This 
yields tv(v - 1) + v(7" + IJ.) integrals 

IyO '" [Iy,15] 

= a~=l {~I6 O~8 (~~r )- ~7 O~8 (~~6)} Pa = Cy6, 
Y, 15= 1·· ·v, y*l5, 

Iy~ '" [Iy, I~] 

_ )-' ,,", F K~rf, +}' G K~rf, _ v (V+1" " 1 
LJ LJ p 'Von LJ X 'Vxn 

a ,8,5 ,K ,~=1 p =v+1 X=1 ) cPII 

(E) 

(F) 

which are polynomials of first and second degree in the 
PI'S, respectively. This set of integrals may contain 
members which vanish identically, are identically equal 
to a constant, or are functionally dependent on the in­
tegrals (A) and (B); for the subset which is independent, 
the constants CY5 and crn can assume arbitrary real val­
ues. This subset and the original set (A), (B) can be 
used to construct further integrals by the same method, 
yielding polynomials of first to third degree. This pro­
cess can be continued until no further independent in­
tegrals resulL The number of independent polynomial 
integrals obtained by this method is at most equal 
to 2n - (v + T + Il); no such integral can be of degree 
greater than 2n - (v + 7" + IJ.) + 2, and there can be at 
most one integral of this degree. 

We are not concerned here with the general problem 
of integration for dynamical systems described by Eqs. 
(20), but only note that the results of Theorem IV and 
V are of a form suggesting direct application of Lie's 
method. 9,13 

We also note that the v linear integrals (A) are homo­
geneous, as are all other integrals linear in the mo­
menta which may be obtained by successive application 
of Poisson's theorem to (A) and the resultant integrals. 
These integrals, by (22), correspond to integrals linear 
and homogeneous in the velocities for the geodesics of 
the Vn under consideration. But the existence of such 
integrals is the necessary and sufficient condition for 
the Vn to admit a group of motions Gv , and thus for the 
existence of v Killing vectors, and conversely. 14 

It should be noted, however, that the association of 
v integrals and Gv refers to linearly independent linear 
integrals. While a geodesic of a Vn can admit at most 
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2n functionally independent integrals of any type, it 
can possess up to tn(n + 1) linearly independent linear 
ones (for spaces of constant curvature), which for n> 3 
exceeds the number of independent integrals. 15 Thus 
our method does not necessarily establish the largest 
Gv of the Vn under consideration. Conversely, the knowl­
edge of a Gv does not establish the possibility of sepa­
rability of the H-J equation. The existence of a Gv is 
an invariant property of the V", while separability is 
a property of particular coordinate systems, and also 
depends on the form of the potential energy; e. g., all 
Sn admit a tn(n + 1) - parameter group of motions, while 
there exists an infinity of coordinate systems and 
potential energies in each of these spaces which does 
not permit any separation at all. 

While all linear integrals obtained by our method are 
homogeneous, the quadratic integrals (B) and all poly­
nomial integrals of degree 3 or higher obtained by the 
method of Theorem V are homogeneous in general only 
if all u/ s and un's vanish and thus V = O. But then Eqs. 
(1), (2), or (20) determine the geodesics of the Vn• For 
these geodesics to admit k linearly independent homo­
geneous polynomial integrals of degree r, the Vn must 
admit k independent solutions of Killing's equation14,16-19 

(27) 

where the "Killing tensor" K a"' 1 is symmetric and of 
rank r, the semicolon denotes covariant differentiation, 
and the brackets denote symmetrization. The linear in­
tegrals and the associated Killing vectors considered 
above correspond to r= 1 (and frequently, especially 
in the older literature, the term "Killing's equation" 
is reserved for this case); the case r = 2 has recently 
been the subject of several investigations20 

One solution of Eq. (27) for r= 2 which always exists 
is the metric tensor gab itself, since all its covariant 
derivatives vanisho Furthermore, obviously solutions 
for any r> 1 can always be constructed from solutions 
of lower rank by forming their tensor product and sym­
metrizingo These solutions correspond to homogeneous 
polynomial integrals of degree r which are products of 
such integrals of lower degree, and are not considered 
as independent solutions of Eqs. (27), 

If V* 0, not all polynomial integrals are homogene­
ous, as noted above. However, the existence of any 
polynomial integral of Eq. (1), (2), or (20) of highest 
degree r requires that the geodesics possess a homo­
geneous polynomial integral of degree r, and thus Eqs. 
(27) must still hold16,17; in addition, we must have16 

(28) 

Of course, the existence of any polynomial integrals of 
degree r obtained by the method of Theorem V assures 
that the conditions (27) and (28) are satisfied for a 
Killing tensor of rank r. We are not concerned here 
with the explicit form of the Killing tensors of the Vn's 
described by the metrics of Theorem III. 

From the above, we have 

Theorem VI: The Vn with gkl given by Theorem III 
admits at least v Killings vectors, and thus a group of 
motions with v parameters. Corresponding to each 
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polynomial integral of the dynamical system described 
by the Hamiltonian H of Theorem IV, of the form given 
in Theorems IV and V, there exists a homogeneous 
polynomial integral of the geodesics of the Vn of the 
same form except for all u.' sand Ux' s being equal to 
zero. The number of independent Killing tensors of rank 
r admitted by the Vn is at least equal to the number of 
such independent homogeneous integrals of degree r; 
in particular, there exist at least T + IJ. Killing tensors 
of rank two. 

IV. THE SCHRODINGER AND RELATED EQUATIONS 

We now consider the time-independent Schrooinger 
equation associated with the Hamiltonian (1) (using units 
such that fi= 1) 

1 0 
Pk =Toqk ' 

where 

(29) 

(30) 

which follows from the time-dependent Schrooinger 
equation by separating off the time. If V = 0, it reduces 
to the Helmholtz equation (which contains the Laplace 
equation as a special case), which in like manner fol­
lows from the wave equation, the damped wave equation, 
and the diffusion or heat conduction equation, as dis­
cussed in I, where it was also shown that for an n­
dimensional metric tensor of signature n - 2 it includes 
the (n - 1) - dimensional wave equation. 

We shall be concerned with the problem of finding 
coordinate systems and potentials which allow partially 
separated solutions of Eqs, (29), (30) of the form 

V l.I+1' IJ. 

</!(qi" ·qn)= n </!",(q",) n </!.(q.) n l/Jx(qXi" ,qxhX)' 
0/ =1 p:v+l X=l 

(31) 

with the same division of coordinates (5a-c) as for the 
H-J equation. We also introduce the same sets of func­
tions (6a, b), (Sa, b) and of constants (9a-c) as before. 
However, because of the way they enter the subsequent 
calculations, these functions (except for the u.'s and 
u,/ s) now must be required to be of class Ci , 

At this stage of I, we introduced two sets of differen­
tial equations, one of which contained two differential 
operators 0. (1) and 0. (2), which were determined subse­
quently. To simplify our calculations, we immediately 
make use of the forms (49) and (41) of these operators 
obtained in I and consider the three sets of differential 
equations 

1 d</!", _ )'1 () 
Tdq -LJ ({J",s q", Cs</!", , 

'" s 
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(32a) 

">'1 1 id [ 8 ] 8 d</!.) =~ T\dq. I. (q.)cs</!p +1. CBdq. 

+ (IY F. ·~(q.)c.c~ + 2:.;n+m' ({J.~(qp)c~ - 2Up(Qp») 1}i., 
Ie • .\. 1') 

p=v+l",v+T, (32b) 

_ .0 Ill" _0_ (A/ ~ ~l£L) 
'II,~ oqx'II oqu 

= (.0 1 G/~c.c~ + Lll+lII' ({Jx~ - 2Ux) zJ.tx, 
K.~ 1J 

;\=1 .. 'IJ., (32c) 

where the Ip 's are a set of functions of a single variable 
(of the second kind) each, which also must be required 
to be of class Ci

• We shall proceed to determine the 
conditions under which the system of·differential equa­
tions (32) is equivalent to the PDE (29), (30). The pro­
cedure used is analogous to the one developed in I for 
the case of complete separation. 

Multiplication of the set (32a) by </!/</!'" yields 

(33) 

Multiplying this by cP",j CPI and summing over O!, we ob­
tain 

~I ~~_. ,/, 
L.I - xc.,/,, 
a CPI oqa 

(34) 

Differentiating this with respect to qp gives 

6 1 cpr .. ~-iC ~. 
a CPI oq",oqp - • oq. 

(35) 

Differentiating Eq. (34) with respect to q., instead and 
using Eq. (35) in the resulting expression, we get 

~ I 0 (CPa. o</! ~ ~I () lcf Oq., ¢;- oqaJ=-c,~ <P.,sq., csl/!· 

(36) 
Multiplying this by - cP.,J CPl and summing over 'Y, we 
obtain 

(37) 

Putting K = A in (37), we get, changing dummy indices, 

_ .01 1.. _0_ (~ llL) -c 2l/! (38) 
a,8 CPI oqa CPI oq8 -., • 

We now multiply the sets (32b) and (32c) by l/!/l/!p and 
I)!/l/!x, respectively, and eliminate the c's from the 
resulting expressions by means of Eqs. (34)- (37). 
Changing dummy indices, we get 
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(39) 

and 

(40) 

Now we multiply Eqs. (34) and (39) by cJ>P~/ cJ>JI and 
cJ>xn! cJ>JI and sum over p and X, respectively, add the re­
sulting equations, change dummy indices, and rear­
range terms to obtain 

(41) 

Summing Eqs .. (38) and (41) over y and 71, respectively, 
adding the resulting equations, and USing the definition 
(13), we get 

1 0 
cJ>I oq", 

+ .0 11+ m' .011 'If cJ>PfI 
TJ p ot.S CPn 

X (_il_ [!p'" cJ>B" ~J +!p"1>B" 
oqp cJ>I oqa cJ>I 
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(42) 

This is indeed of the form of Eq. (29) with (30). 

We immediately consider the general case. It is ap­
parent that the potential energy has the same form as 
for the H-J equation as given in Theorem III. Further­
more, we must have 

112 PI> ( ,,11+m' 
g g =F ql "'qll' qu • .. q"h)!p LJ cJ>pfI' fI 

g1/2=cJ> I1 F(q1···qll' q11 ···q"h,,)' (43) 

where F cannot depend on any of the variables of the 
second kind, since it must be independent of the value 
of p. 

Now, as in I, we can introduce new sets of functions 

(44) 

Ft KI.(q)= FpKI.(qp) 
I' I' !p(qp) ' 

from which we get 

cJ>t-h 11- P , 
(45) 

V+T 
P= aD.1 !p(qp), 

where cJ>~f1 and cJ>~f1 are the cofactors of CP~f1 and C{JXfI' 
respectively (which again do not depend on the qp and the 
qu, respectively), and cJ>iI is the new determinant of 
the CP~f1 and C{JXfI' Then we get from Eqs. (43) and (45) 

g1/2=cJ>i I F(q1···qv, q11·"q"h,)P. (46) 

From Eqs. (30) and (34) we must have 

g1/2 g (H){Xo)l =A~~ cJ>~f1G(q1 '''qV+T)P, 

g!l2= cJ>iI G(q1 "·qV+T)P, 

where G cannot depend on any of the variables of the 
third kind since g1 12 must be independent of X. 

(47) 

Comparing (46) and (47), we see that F and G must be 
the same function of the first kind of variables alone, 
i. e. , 

(48) 

We now rewrite Eq. (42), taking into account the de­
pendence of the various cJ>kl on their argument as well as 
the definitions and equations (44) - (48). Sine e the origi­
nal functions (6) and (8) were arbitrary, we can use the 
new quantities (44) and (45) without the prime without 
loss of generality; however, this redefinition must be 
taken into account in Eq. (32b). Thus, Eq. (42) becomes 

.01 1..- _il_ (cJ>"y cJ>/3)' ill/! ) 
- ",B,Y cJ>1 oq" cJ>1 ilqB 
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",n+1Il" 
+ 2L.J 

~ 
(~n upcf:>p~ +611l" uxcf:>x~) </!=2E. 

p cf:>n x cf:>n 
(49) 

Comparing the first and third sum with (30), we see 
that F(q I· •• q.) must be proportional to cf:>n; the constant 
of proportionality can be taken as one without loss of 
generality. Therefore, we have the condition 

"T 

gI/2=cf:>rcf:>n aD.I fo(qo) , (50) 

just as in I, Eq. (47). The various components of g'" 
can then be identified by comparison with (30), and are 
found to be of the form given in Theorem III. No con­
dition beyond Eq. (50) is required, and thus the presence 
of variables of the third kind does not impose any new 
restrictions in comparison with the allowed metrics for 
the H-J equation. 

Equations (32a) can be readily integrated. It remains 
to study the reality conditions. As in the case of the H­
J equation, for the metric to be real, all C(Jij should be 
real. To obtain real solutions for (32a), all constants 
Ci must be real. But we can also construct real solutions 
by taking a set of equations (32a) with complex separa­
tion constants. These will result in </!'s which are com­
plex; however, we can also start from the complex con­
jugate of our original set (32a) to obtain solutions </!* 
complex conjugate to the solutions </!, and because of the 
linearity of our equations their sum will then be a real 
solution of Eqs. (29), (30). Furthermore, unlike the 
case of the nonlinear H-J equation, solutions with dif­
ferent values of the separation constants can be linearly 
superposed, but the values of these constants may be 
subject to restrictions due to boundary conditions. 

Thus we have 

Theorem Vil: The Schrodinger, Helmholtz, and 
Laplace equations can be solved by partial or complete 
separation of variables in any Vn (n> 1) whose metric is 
of the form given in Theorem III and whose determinant 
is of the form 

(A) 

where the fa(q a) are functions of class C I of a single 
variable each; for the Schrodinger equation the potential 
energy must be of the form given in Theorem ill. The 
particular solutions obtained by this method are of the 
form 

I/J=A eXP(i t Cilf C(JOI.Il(qOl.)dqOl.) 
\ 0:,6=1 

IoI+T J,.I. 

X pD.I I/Jp(qp) DI I/Jx (qxI 0 •• qXh
X

) 

(+ c . c. if a real solution is desired), 
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where the I/Jp are solutions of 

P=V+1···V+T, (B) 

and the </!x are solutions of 

~ _0 (AIP1/>~) 
",,0=1 oqxIP X oqxo 

=- (t GX'AC,CA + I5 C(Jx~c~- 2Ux)</!x, 
',hI ~=1 

(C) 

The various functions (except the up's and u~'s) are of 
class C l , and otherwise all are defined as in Theorem 
III and A and the Ci'S are arbitrary complex constants, 
subject to the condition 

)

2E (Schrodinger or Helmholtz 
"~ equation) 6 c2 +6 c.= 

y=1 r ~=I 

o (Laplace equation) 

and restrictions due to boundary conditions on </!. The 
solutions for different values of the c;'s satisfying these 
conditions can be linearly superposed. 

V. POLYNOMIAL CONSTANTS OF THE MOTION OF 
QUANTUM DYNAMICAL SYSTEMS 

Theorem VII represents the solution of the problem of 
partial separation of variables for solutions of the form 
(31) of the Schrodinger equation (29), (30) and related 
equations. The Schrodinger equation is the quantum 
mechanical analogue of the classical H-J equation for a 
system of mass points, whereas the Helmholtz, Laplace, 
and other equations discussed in Sec. IV do not neces­
sarily describe the behavior of a mechanical system; 
even when they do, this description, except in special 
cases, is classical rather than quantum. Nevertheless, 
it will be convenient in the following to use the language 
of quantum mechanics appropriate for the Schrodinger 
equation to describe mathematical results common to 
all equations considered in Sec. IV. 

In Sec. III we discussed a number of first integrals of 
Hamilton's equations of motion (20) obtained in Sec. II 
in the course of determining the metrics for which the 
H-J equation is separable. In complete analogy, we 
have obtained in Sec. IVa number of constants of the 
motion of the system described by the Schrodinger equa­
tion (29), (30), as will be shown below. In discussing 
these results, we shall for convenience reserve the 
term "integral" for the classical case of Secs. II and 
III, and the term "constant of the motion" for the quantum 
mechanical case under consideration; although frequently 
these terms are used interchangeably in both cases in 
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the literature, here such a use might be somewhat 
confusing. 

The integrals considered in Sec. III were polynomials 
in the canonical momenta P; (or equivalently in the 
velocities). The constants of the motion considered here 
involve operators which are polynomials in the momen­
tum operators Pi = - iv/aq;, but since they also involve 
functions of the coordinates, care has to be taken to use 
the proper order of the various factors, as usual in 
quantum mechanics. For purposes of comparison with 
the results of Sec. ill, the constants of the motion will 
be written in terms of Pi rather than explicitly in terms 
of differential operators. 

The integrals of Sec. III could take on arbitrary con­
stant values, but for any solution describing a particu­
lar motion of the dynamical system they assume a single 
particular set of values; because of the nonlinearity of 
the classical equations (1), (2), or (20), solutions 
characterized by two different sets of constants cannot 
be superposed. Such solutions can be superposed for the 
linear equation (29), (30), however, and thus a state 
described by the wavefunction if! associated with a parti­
cular value of the energy E may consist of a sum of 
terms each characterized by a particular set of con­
stants, a phenomenon called "degeneracy. " The in­
terpretation of such a state can be found in any book on 
quantum mechanics and will not be discussed here. 

In I, we considered the time-dependent H-J and 
Schr1:idinger equations, and then separated off a time­
dependent factor to arrive at time-independent PDE's. 
In this paper, for simplicity, we immediately restricted 
ourselves to the time-independent equations (1), (2) and 
(29), (30) instead of recapitulating this procedure. How­
ever, it should be kept in mind that in these equations E 
arose as a separation constant, and thus its value is not 
preassigned. In particular, the solution >¥ of the time­
dependent Schrodinger equation can consist of a super­
position of solutions if! of the time-independent equation 
(29), (30) belonging to different values of E, each 
multiplied by the appropriate time factors. A state de­
scribed by \[r may involve a finite or even infinite number 
of separation constants, and thus "constants of the 
motion"; again, the interpretation of such a state is well 
known. 

In Sec. IV we obtained ZJ + T + Jl independent constants 
of the motion explicity; these are given by Eqs. (34) and 
(41), linear and quadratic in the momentulll operators, 
respectively. Applying the operator of Eq. (34) twice, 
we obtained the quadratic constant of the motion (38), 
and summing all quadratic constants of the motion (38) 
and (41) yielded Eq. (42), which expresses the fact that 
the Hamiltonian H is a constant of the motion by the 
original equation (29), (30), giving the energy E. Ob­
viously, (38) and (42) are not independent of the original 
constants of the motion. It should also be noted that the 
definitions and equations (44) and (45) must be inserted 
into the integrals (34), (38), (41), and (42), with the 
primes omitted, to be consistent with our earlier 
procedure. 

Thus we have 

Theorem VIII: If the Schrodinger equation (29), (30) 
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allows partial or complete separation of variables ac­
cording to Theorem VII, there exist ZJ independent con­
stants of the motion, linear in the momentum operators 
j)i =- i(1/()Qi' 

f.. <P1l!" Il'if!~ L.J - Palj! = crz/!, Y= 1··0 ZJ, 
a=1 <PI 

(A) 

and T + Il independent constants of the motion quadratic 
in the momentum operators 

(B) 

where all fUnctions and constants are defined as in 
Theorem VII, and the constants are subject to the con­
ditions stated there. In the case of complete separation, 
ZJ + T + ~ equals n. From the integrals (A) then follow ZJ 

quadratic constants of the motion 

2 f-l (~\ 2 Iy = Lj - POI ,f,. hl/!J =Cy ~). 
0<,8=1 <PI ~'I 

The constants of the motion (B) and (e) imply the 
original differential equation 

- 1. ~ 1 (. 112 kl) _ E HIjJ ~ 2 L1 --:::rT'[ Pk\f:J g jJzz/! + VI/! - Ij!, 
k,l=l f{ 

(e) 

(D) 

providing an additional constant of the motion quadratic 
in the momentum operators. 

However, this does not necessarily exhaust the con­
stants of the motion linear or quadratic in the momenta. 
We can follow the arguments given in Sec. Ill, using the 
quantum mechanical Poisson brackets for two operators 
I and If, defined as 

[/,1'1 = - i(I If -If I) (51) 

instead of the classical Poisson brackets (23). Then 
Jacobi's identity (25) still holds, and Eq. (24) is valid 
for any constant of the motion. Thus a quantum mechani­
cal "Poisson theorem" follows from Eq. (26), and al­
lows us to obtain additional constants of the motion from 
pairs of known ones. Again, the constants of the motion 
thus obtained might vanish identically, be identically 
equal to a constant, or be a function of other constants 
of the motion. In particular, for complete separation, 
just as in the classical case, the Poisson brackets of all 
independent constants of the motion (A) or (e) and (B) 
vanish; then, by (51), the operators commute. 

As is well known, if the quantum brackets (51) vanish, 
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the physical quantities represented by the operators are 
simultaneously measurable. Thus all constants of the 
motion individually can be measured simultaneously with 
the energy; but this does not imply that any two of these 
constants of the motion also can always be measured 
simultaneously. For this, in general they would have to 
commute; the corresponding classical quantities (which 
of course can always be measured simultaneously) must 
be in involution. However, this condition holds only if 
the two noncommuting operators are required to possess 
the same complete set of eigenfunctions; but, for states 
for which their commutator has zero eigenvalue, simul­
taneous measurement is possible. 21 Since our con­
siderations on separability of the Schrooinger equation 
apply only to particular states, the possible appearance 
of two or more operators which (though commuting with 
H) do not commute with each other does not pose any 
difficulty in interpretation. 

The existence of two constants of the motion which do 
not commute is a necessary, though not always sufficient, 
condition for degeneracy of the energy of the system. 22 

Thus Theorem vn either provides us with a set of 
v + T + IJ. commuting operators, or with a condition 
necessary for degeneracy. 

To have only nondegenerate states requires coordinate 
systems based on complete sets of normally commuting 
independent dynamical variables. However, the number 
of operators in such a set is not a characteristic of the 
dynamical system under investigation, but depends on 
the choice of operators, unlike its classical counterpart 
of Sec. III, where the full speCification of a solution al­
ways requires 2n numbers, i. e., 2n integrals which are 
functions of the dynamical variables. 23 Thus, while it 
was possible to conclude in the classical case (Theorem 
V) that the construction of polynomial integrals via 
Poisson's theorem must terminate after at most 2n 
- (v + T + Il) steps and could not lead to a polynomial of 
degree higher than 2n - (v + T + Il) + 2, no analogous con­
clusion can be drawn in the present case of construction 
of new polynomial constants of the motion via the quan­
tum mechanical Poisson theorem. 

As in the classical case discussed in Sec. III, the 
procedure used is straightforward, but tedious, and 
therefore we again will give only the linear and quadratic 
constants of the motion. Comments analogous to those 
of Sec. III apply to the construction of further constants 
of the motion. 

To bring out the analogies and differences of the 
classical and quantum mechanical expressions, it is best 
to carry out all differentiations implied by the p;'s 
except those which involve the wavefunction directly. In 
particular, this shows that the classical and quantum 
mechanical IY6 are identical. 

Thus we have 

Theorem IX: Under the condition for which Theorem 
VIII holds, further constants of the motion of the dy­
namical system described by Hamiltonian H may be ob­
tained from the v independent constants of the motion (A) 
and the T + /l independent constants of the motion (B), 
linear and quadratic in the momentum operators, re­
spective, by forming their quantum mechanical Poisson 

2487 J. Math. Phys., Vol. 16, No. 12, December 1975 

brackets. This yields tv(v- 1) + V(T + IJ.) constants of 
the motion 

1"61/1= [/,.,16]1/1 

t 
a,ti, E=1 

(~)) 

y=1 ••• v, 1)=1"'T+/l, 

(E) 

which are polynomials of first and second degree in the 
p;'s, respectively. This set of constants of the motion 
may contain members which vanish identically, are 
identically equal to a constant, or are functionally de­
pendent on the constants of the motion (A) and (B); for 
the subset which is independent, the constants c Y6 and cr~ 
can assume arbitrary values, apart from restrictions 
imposed by the boundary conditions. This subset and 
the original set (A), (B) can be used to construct further 
constants of the motion by the same method, yielding 
polynomials of first to third degree. This process can 
be continued until no further independent constants of the 
motion result. 

The Vn of Theorems VII-IX has a metric tensor of the 
same form as in Theorems III-VI; the additional con­
dition (A) of Theorem VII on the determinant of the 
metric has no effect on the number or form of the poly­
nomial first integrals of the classical dynamical system 
corresponding to the system described by the quantum 
mechanical Hamiltonian (D) of Theorem VIII, or on the 
considerations leading to Theorem VI. Thus we have 

Theorem X: The Vn with gkl given by Theorem VII 
admits at least v Killing vectors, and thus a group of 
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motions with II parameters. Its geodesics admit the 
same homogeneous polynomials as those of the Vn of 
Theorem III. The number of independent Killing tensors 
of rank r admitted by the Vn is at least equal to the 
number of such independent homogeneous integrals of 
degree r; in particular, there exist at least T + iJ. Killing 
vectors of rank two. 

VI. DISCUSSION 

This paper dealt with the problem of partial sep­
arability of the (nonlinear) Hamilton-Jacobi equation, 
and of the (linear) Schrodinger, Helmholtz, and related 
equations. The solutions were assumed to be a sum of 
the form (4) in the first case, and a product of the form 
(31) in the second one, both involving terms which de­
pended on iJ. groups of n - /1- T unseparated "variables of 
the third kind," and otherwise only II + T terms depending 
on a single variable each (II of the first and T of the 
second kind). These are not the only possible forms of 
solutions in which the variables are only partially sep­
arated; in particular, this paper is not concerned with 
the question of "R-separability, " where solutions are 
allowed to depend on the same variable both through 
terms involving this variable alone and through a term 
involving all variables. 6-8 

The methods used here to establish forms of the 
metric tensor for which solutions of the form (4) or (31) 
exist are an extension of those used in I to establish such 
terms for completely separated solutions. All the forms 
found in I are special cases of those found here, valid 
in the absence of variables of the third kind. 

Theorems I-III contain forms of the metric tensor for 
which the H-J equation is partially separable in n-di­
mensional space, Theorem III being the most general, 
including the other theorems as special cases. Theorem 
Vil asserts that the Schrodinger and related equations 
are partially separable for the same forms of the metric 
tensor as given in Theorem Ill, subject only to the 
additional condition (A) on the determinant, apart from 
additional differentiability conditions on some of the 
arbitrary functions entering the metric tensor. A similar 
condition was found in I, Theorem IV, for the case of 
complete separation, the only difference being that the 
factor ¢~ now depends on variables of the third as well 
as the second kind. 

Whether the conditions imposed on the metrics in 
Theorems III and VII are not only sufficient, but also 
necessary, to ensure the possibility of separability of 
the equations considered, has so far not been established 
(except for the case of complete separability of the H-
J equation2). Just as in I, the difficulty is due to the fact 
that separation of variables in general involves all sep­
aration constants in each separated ODE, some of them 
bilinearly; it remains to be shown that Eqs. (11) and (32) 
represent indeed the most general form of the separated 
ODE's for solutions of the form (4) or (31), -or that still 
more complicated forms are possible. 

The metrics of type Tn considered in I all correspond 
to flat space; for those of the other types this is not nec­
essarily the case. For most phyiscal applications we do 
have to impose the requirement of flatness, however, 
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which may further restrict the allowed forms of the 
metric. For ordinary two- and three-dimensional space, 
these forms will be given elsewhere. 24 The results for 
complete separation were briefly discussed in I; for 
partial separation of the form (4) or (31) additional re­
sults are of course obtained only for. three dimenSions. 

Apart from the type To considered in I, aJl types con­
sidered here correspond in general to nonorthogonal co­
ordinate systems except if the arbitrary functions 
satisfy a number of special conditions which follow im­
mediately from Theorem III; all remarks on such 
systems made in Sec. IV of I still apply. In particular, 
Eqs. (B) of Theorem VII still are self-adjoint as thev 
stand even for nonorthogonal systems, provided that all 
f/ vanish, If they do not, the equations can still be made 
self-adjoint by a suitable integrating factor. Thus we 
can always obtain equations of the Sturm-Liouville type 
for the variables of the second and third kind. 

In the course of determining the allowed forms of the 
tensors it is also established that there exist /I + T + iJ 
independent first integrals linear and quadratic in the 
momenta (or velocities), respectively, for the dynamical 
system described by the H-J equation, given in Theorem 
IV; these integrals may be used to construct further 
polynomial integrals (Theorem V). Similarly, there 
exist /I + T + iJ. such independent constants of the motion 
for the Schrodinger equation (Theorem VIIl), which may 
be used to construct further polynomial constants of 
the motion (Theorem IX). The quadratic integrals (F) 
of Theorem V are homogeneous, while the correspond­
ing quadratic constants of the motion (F) of Theorem IX 
are not. If V * 0, in general none of the integrals or con­
stants of the motion of degree 3 or higher obtained by 
the methods of Theorems V or IX are homogeneous o 

These and related points will be discussed in detail 
elsewhere. 

The class of Vo's of Theorem III and that of the same 
form, but further restricted by condition (A), of 
Theorem VII, both admit at least v Killing vectors and at 
least T + iJ. Killing tensors of rank two. They both admit 
the same homogeneous polynomial integrals for their 
geodesics, and the number of independent Killing tensors 
of rank r is at least equal to the number of such inde­
pendent homogeneous integrals of degree r (Theorems 
VII and X). 
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The nonlinear, partial differential equations describing the compressible flow of a viscous and heat 
conducting gas in a cone are reduced to two coupled, ordinary, nonlinear differential equations by means of 
a self-similar transformation. These are solved numerically for the velocity and temperature distributions in 
the cone. It is shown that for given flow numbers R, P, and M, laminar flows exist only up to a critical 
cone angle 80, 

INTRODUCTION 

The nonlinear partial differential equations of gas­
dynamics and magnetogasdynamics can be reduced to 
ordinary nonlinear differential equations in the case of 
radial flow between inclined, plane walls. 1 It is shown 
herein that also the nonlinear partial differential equa­
tions describing the radial flow of a compressible gas 
in a cylindrical cone can be reduced to ordinary differ­
ential equations, if the viscosity (j.J.) and heat conducti­
vity (A) depend on temperature T like IJ. - Tl/2 and 
A - T1 /2. This temperature dependence of the transport 
coefficients is exhibited by many monotonic gases the 
atoms of which interact like rigid, elastic spheres, 
According to kinetic theory, the viscosity and heat con­
ductivity of a rigid sphere gas are given by2 

IJ. = (5Vrr/16)Q-1 (mkT)l /2, A = (75Vrr/64)Q-1k (m-1 kT)1/2, 

where k is the Boltzmann constant, m is the mass, and 
Q = rrd2 is the transport cross section of the atoms (d 
= interaction diameter), The rigid sphere gas has a re­
latively large Prandtl number, 

P = CpIJ./A = (51z /2m)IJ./A = 2/3. 

This means that the thermal energy transport has a 
noticeable influence on the momentum transport in the 
flow, i. e., the form of the velocity distribution. 

BOUNDARY-VALUE PROBLEM 

For the analYSis of gas flow in a cone, a spherical co­
ordinate system Cr, e, ¢) is introduced the origin (r= 0) 
and polar axis (e = 0) of which coincide with the apex and 
the axis of rotational symmetry of the cone, respective­
ly (Fig. 1). The walls of the conical duct are defined by 
the plane [e = eo, r1 ~r ~Y2]' where 0< eo < rr and Y1 and 
r2 are the radii at which the gas is let in and removed 
in the experiment (0 < r1 < r 2 < 00). All flow fields are 
functions of rand e in steady state for reasons of sym­
metry. The pressure, p(Y, e), density p(r, e), tempera­
ture, T(r, e), and velocity, v = {ii(r, e), 0, O}, fields of 
the flow are normalized with respect to their reference 
values at a fixed point, r1 ~ r o ~ r 2, Ii < e. The nondimen­
sional flow fields are then given by 

p(r, e) =p(;, e)/po, p(r, e) = p(r, e)/po, T = Try, B)/To, 

u(r, e)=u(;, e)/uo, r=r/yo, 
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where 

po=p(ro,8»O, po=p(ro, 8»0, To=T(ro,8»0, 
uo=u(ro,e)*o, Po=P'PoTo 

and/\ =k/m is the ideal gas constant. In applications it 
is convenient to use as reference point Yo = rl> e = 0. 

The nondimensional velocity [u = u(r, e)], temperature 
[T = T(r, e)], density [p = p(r, e)], and pressure [p 
= p (1', e)] fields of the rigid sphere gas flow in the cone 
are described by the nonlinear boundary-value problem3

: 

ilu 1 ilp 2 il -
pU-=-~----(IJ.V·v) 

ilr yM ilr 3R ilr 

(1) 

o=_~.! ilp _~_il_ (!lV' v) +~ [~~ (rilau) 
yM rile 3Rrae R y- ar ae 

2 a (Sine - ) iI au 2;; cote ] 
+ rSineae -yIJ.u +"7ae- rz u , (2) 

a 2 
ilr (pu) +yPu = 0, (3) 

aT -...2.. [1 ~ (r2~ or) +_1_ ~ (Sine ~ aT)] 
pu ilr-PR ~ ilr or rsine ae r ae 

2Y(Y_l)M2_ 2 
-(y-1)pV·v- 3R j.J.(V·v) 

+ 2y(y- 1)M
2 

- [(au)2 + 2 (1!.)2 +.! (.! aU)2J (4) 
R IJ. or r 2 rae ' 

p=pT, 

V • v '= r-2a(r2u) /ilr, 

where 

----

(5) 

(6) 

FIG. 1. Geometry of conical 
gas flow. 
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and 

u(r, e = eo) = 0, 

T(r, e = eo) = T(r), 

(7) 

(8) 

il==Il(T)/Il(ro)=T1/2, X=X(T)/X(To)=r1/2 (9) 

are the nondimensional (T-dependent) viscosity and heat 
conductivity of the rigid gas sphere, respectively. The 
Reynolds (R), Prandtl (p), and Mach (M) numbers and 
the adiabatic coefficient (I') are defined by 

R=750uoro/llo, P= Ilocp/Xo, M=110/(iPoIP0)1/2, y=cp/c v, 

Ilo == (5 v'1T/16)Q-1 (mkTo)1/2, 

(10) 

Instead of defining (self- similar) inlet (r = r1) and outlet 
(r= r2) boundary conditions for the radial velocity field 
u(r, e), the improper boundary condition, 

cp = 21T 1080 p(r, e)u(r, e)~ sine de, (11) 

is introduced which specifies that the flux rate through 
the cone is independent of radius r, cP = const. Due to 
the nOrlnalization, the flow fields have also to satisfy 
the identities 

p(ro, 0) == 1, p(ro, 0) == 1, T(ro, 0) == 1, u(ro, e) == 1. (12) 

Equations (1)-(5) represent the gasdynamic equations 
in spherical coordinates3 for radial, ¢-independent flow. 
Equations (7) and (8) specify that the gas does not slip 
and approaches a temperature distribution T(r) at the 
inner surface e = eo of the cone, respectively. 

SIMILARITY TRANSFORMATION 

The nonlinear partial differential Eqs. (1)-(4) with 
variable transport coefficients Il(T) and X(T) should be 
reducible to ordinary nonlinear differential equations 
by means of the similarity ansatz for the nondimension­
al flow fields, 

u(r, e) =f(e)/r, 

p(r, e)=g(e)/r, 

p(r, e) = h(e)/r, 

T(r, e) = (l/~)h(e)/g(e) == ¢(e)/~, 

with 

i.i(r, e) = X(r, e) = T1/2 = ¢1/2(e)/r == I/i(e)/r, 

where 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

This transformation amounts to a separation of the in­
dependent variables rand e in the flow fields. The de­
pendence r-1 in Eqs. (13)-(14) is suggested by the con­
tinuity Eq. (3) or the invariance of the flow rate cP in 
Eq. (11). The potential energy density -per, e) in Eq. 
(15) is expected to decrease like r-3 in a spherical co­
ordinate system. The dependence r-2 in Eq. (16) follows 
from the state Eq. (5) in conjunction with Eqs. (14)­
(15) • 

Indeed, by substituting Eqs. (13)-(18) into Eqs. (1), 
(2), and (4), one obtains coupled, ordinary differential 
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equations for the fieldsf(e), gee), and h(e) [¢==h/g, 
I/i== ¢1/2]: 

- gf= (3/yM2)h + (2/R)l/if+ (2/R)[-l/if+t(I/ij')' 

+t cote I/i/J, 
h' =4 (yM2/R)(I/ij)', 

(19) 

(20) 

- 2fgIP2 = (2Y!PR)[21P3 + IjllP' cote + 1P2l/J" + 21Pl/J'2J- (I' - l)hf 

- [21'(1'- 1)M2 /3RJlPf 2 + [21'(1'- 1)M2/R] 

(21) 

Equation (20) is readily integrated to h = (4yM2/3R)lPf 
+ ho. In view of f(eo) = 0 [Eq. (7) J it is ho == h(80) = 1 
-(4yM2/3R) since h(O)=IP(e)=f(B)=1. Thus, Eq. (20) 
gives 

(22) 

Upon elimination of g==h/~ [Eq. (18)] and h [Eq. (22)] 
in Eqs. (19) and (21), one arrives at the following non­
linear boundary-value problem for the functions j(e) 
§Oand 1/i(8) >0: 

j" + [cote + I/i' Nlt' + 4f+ R(1- 4IM2/3R)f2/1P3 +4yM::t3 1I/J2 

+ (3R/yM2)(1- 4y~/3R)/IP= 0, (23) 

I/i" + [cote + 21/i' II/JW + 21P + t(3y- 1)M2Pf211/J 

+t(y-l)",flp/211/J+[(3- y)/2y]PR(1- 4yM2/3R)fIl/J2 

=~ (~ 

where 

and 

j(e=eo)=o, 

1/i(8=eo)=~>0, 

cP = 21T J0
8

0 N-2 [1- (4yM2/3R)(1 - 1Pj)] sine de, 

j(e) = 1, lP(e) = 1, 

(25) 

(26) 

(27) 

(28) 

in accordance with Eqs. (7)-(8) and (11)-(12). It should 
be noted that the boundary value in Eq. (26) is ~ = $1/2 

= r ·tfer) by Eqs. (8) and (16). This restricts the thermal 
boundary-value to self-similar distributions T(r) -r-2 • 

Other types of thermal boundary conditions can be con­
Sidered, however; e. g. \ at a thermally insulated wall 
itisaT(r,e=eo)/ae==o, Le., ¢'(e=80)==0. 

NUMERICAL RESULTS 

For computer calculations, it is suitable to rewrite 
the boundary value problem in Eqs. (23)-(26) and (28) 
in the form 

(
4 ,f2 f3 4 1) 

+8~ -f+(I-sr-:;J+s~+-(I-s)- =0, 
R IP IP Rs IP 

(29) 

~ + dIP fe o coteoX + 21P-1 dl/i) + e~ {~IP + P [.! f3 _.!) Sf2 
dx dx\, dx R 2\ I' l/J 

(30) 
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FIG. 2. j(x) and 1/J(x) for M = 1. 5, 9ijR = 2. 621. 

where 

and 

l(x=l)=O, l(x=O)=l (e=O), 

</I(x=l)=~, </I(x=O)=l (8=0), 

dl(x = O)/dx = 0, d</l(x = O)/dx = 0, 

0.8 

(31) 

(32) 

(33) 

for reasons of symmetry 0 The normalized independent 
variable x and the parameter s are 

x=e/eo, 0,,:x,,:1, 

s "4yM2/R. 

(34) 

(35) 

For the case of large Reynolds numbers, which is of 
the greatest practical importance, it is R» 1 and e~ 
« 1 such that Re2 = O[lJ and s = 0[R-1 J for M2« R. Fur­
thermore, it is eo coteox '" eo/ eox = x-1 for eo« 1. Ac­
cordingly, Eqs. (29) and (30) may be reduced to 

(29)* 

~,,, + zi;'(l + 2 </1')+ (e~R)p(3 - Y)4= 00 
x 1) 2y zjJ 

(30)* 

For the monatomic rigid sphere gas under consideration, 
y== 5/3 and P = 2/3 are fixed numbers. Hence, if M' is 
also prescribed, the solutions I(x) and </I(x) are the same 
for different R and eo as long as the combination a 
= e~R remains unchanged [Eqs. (29)*-(30)*}, a = e~R 
represents an eigenvalue of the boundary-value problem. 

The conclusions for large Reynolds numbers are con­
firmed by the numerical solutions of the original Eqs. 
(29)- (33). Examples of velocity distributions I(x) and 
(square root) temperature distributions zjJ(x) are shown 
for y = 5/3, P = 2/3, and various i'vJ and a = e~R in Figso 
2 and 3. 

In Figs. 2 and 3, the cone angles are, e. g., eo x 103 

= 0.711, 1. 259, 10 619, 2.296 for ]\;1 = 0.5, 1. 0, 1. 5, 
10. ° if R = 106

• The numerical results indicate that 
(laminar) flows exist with increasing Reynolds number 
R only for decreasing cone angles eoo As the Mach num­
ber M increases, solutions exist for larger cone angles 
eoo The profiles I(x) [zjJ(x)J become less [moreJ steep as 
]\;1 increases. For y = 5/3 and P = 2/3, the eigenvalues 
a = e~R are given in dependence of M in Table I, as well 
as eo for the typical R = 1060 
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FIG. 3.f(x) and1/J(x) for (i) M=O.5, 9ijR=O.506, (ii)M=l,O, 
OijR=1.585, and (iii) M=10.0, oijR= 5. 272. 

Thus, we have obtained a new exact solution of the 
compressible gasdynamic equations with viscous and 
thermal dissipation. 

APPENDIX 

In this appendix we show that a flow of the type de­
scribed above (self-similar) must necessarily be a pure 
outflow, nonzero at e = 0, and symmetrico This estab­
lishes conditions (31)-(33) plus I?? 00 

A term (cote)/ appears in Eq. (23), and similarly a 
term (cote)</I' appears in Eq. (24)0 Since all other 
terms are finite at e = 0, and since we obviously demand 
continuity of the equations through e = 0, we must have 

/(0) = </1'(0) = 00 (AI) 

Equation (A1) already establishes the symmetry of 1(8), 
zjJ(e) around e = 0, since the transformation e - - e 
leaves Eqso (23), (24) unchanged, and Eqo (Al) assures 
also the same initial conditions. Moreover, we may 
write 

/(e)Za(e)tane, e«l, 

with 

a= a(e) * 00 

To show condition (A3), assume a(O) = 0, Then 

a(e) ""e., E::- 0 for e« 1, 

and thus 

/'(e) ze'-ltane+ e'cos-2e, 8«1, 

and 

/'(0)= O. 

(A2) 

(A3) 

(A4) 

(A5) 

(A6) 

Either 1(0)=0 implying-!yMll/R=l, from Eq. (23), and 
therefore, from Eqo (22) h(O) = O-in other words the 
(absolute) pressure is zero, which is physically un­
acceptable-or 1(0) *0, and we can then take 8= ° and 

TABLE 1. 01 = O~ for 'Y = 5/3, P= 2/3, and various M. Asso-
ciated 90 for R = lOBo 

M 0.5 1.0 1.5 2.0 4.0 6.0 10.0 

01 0.506 1.585 2.621 3.393 4.713 5.072 5.272 

°ox10' 0.711 1. 259 1.6191.842 2.171 2.252 2.296 
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then I{O) = 1. Equation (23) then yields (substituting e 
= 0) the condition 

1 + (3/YM2){1_ -! yM2/R) = 0. 

But h{eo) :;" ° implying 

1_-!yM2/R:;,,0, 

(A7) 

(AS) 

so t~t condition (A7) is impossible. This establishes 
condition (A3). 

It follows that 

lim/,(e) = lim/'(e) cote = a*- 0. {A 9) 
8-0 8-0 

Similarly one shows 

lim 1)!"(e) = lim 1)!'(e) cote = b *- 0. (A10) 
8-0 8-0 

We now show that the flow must be a pure outflow, i. e., 
u:;" ° throughouL Assume u < ° at some point, and let 
a negative minimum of u be at e, i. e., uo=u(O) < 0, and 
thus R < 0. I( (j) is a (local) maximum of I( e). If (j *- 0, 
then by Eq. (23) 

/,(8) = - R(l + 3/YM2) > 0, (All) 

but for a maximum /' ({j) ,,; 0, a contradiction. If (j = 0, 
then by Eq. (A9), /'(O) = a and thus a < 0. From Eqs. 
(23) and (A9) 
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[J(e) + /(e) cote] 18=0= 2a= - R(l + 3/YJVI2) > 0, (A12) 

again a contradiction. Thus u:;" ° throughout, and 1>- 0. 

If I{O) = 0, then it must be a local minimum. By Eqs. 
(A9), (23) 

[t"(e) + /(e) cotelI 8• 0 = 2a 

=- (3R/YM2){1--hM2/RW1 < 0, 

(A13) 

since we have already established R > 0. But this im­
plies a local maximum and 10: O. We may thus assume 
1(0) *- 0 and take {j = 0. This establishes conditions (31)­
(33). 

Note added in proal: An other similarity transforma­
tion for compressible cone flow has been found recently 
by van der Werfr for r-dependent viscosity, J.t 0: r-1

, 

and heat conductivity, A 0: r-1
• 
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We give tables of Clebsch-Gordan coefficients for the products of SU(4) representations 15 ® 15 and 
20 ® 15, decomposed with respect to SU(3). 

1. INTRODUCTION 

The recent discoveries1 of extremely narrow states 
suggest the existence of a new quantum number2 in ha­
dronic interactions. The simplest way to incorporate 
this new quantum number is to extend the SU(3) sym­
metry of hadronic interactions to that of SU(4). The lat­
ter will certainly be a more approximate symmetry than 
the former 0 Nevertheless, if the new quantum number 
exists, SU (4) is expected to play an important role both 
in the spectroscopy of hadrons and in unified renormal­
izable gauge theories. 

The purpose of this paper is to present tables of 
Clebsch-Gordan coefficients of SU(4) decomposed with 
respect to SU(3). To the best of our knowledge this in­
formation does not exist in the literature, although 
SU (4) symmetry has been in physics for a long time. 3 

Since its main use has been in nuclear physics, the 
available information concerning its decomposition has 
been mainly with respect to SU(2L For particle theory, 
it is apparent that the decomposition with respect to 
SU(3) will be more useful. 

The great deal of qualitative and semiquantitative suc­
cess of the quark model in SU(3) suggests a similar 
model within the framework of SU (4) symmetry, From 
this point of view, the most useful representations are 
those that can be obtained from the direct product of 
404* and (40404). Of particular importance for us in 
this paper are the 15-dimensional adjoint representation 
which will contain the mesons and the 20-dimensional 
representation contained in 40 40 4 which will accomo­
date the ~+ baryons, 

In the next section, we review and summarize a few 
results concerning the irreducible representations of 
SU(4) necessary for our purpose, We also discuss the 
SU(3) content of some of the simple irreducible repre­
sentations and their physical identification. Section 3 
is devoted to the specification of the conventions made 
in the tables of Clebsch-Gordan coefficients given sub­
sequently. 

2. TENSOR REPRESENTATIONS OF SU (4) 

Lee has discussed4 most of the essential properties 
of SU(n) necessary for applications in particle physics. 
We shall specialize his results to SU(4)0 Let the funda­
mental representation be denoted by 
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where u, d and s form an SU(3) triplet and c, the fourth 
quark, is an SU(3) singlet carrying the additional quan­
tum number, charm C = + 1, The transformation law for 
Q is given by 

Q-Q'=UQ, 

where U is a 4 x 4 unitary unimodular transformation, 
The corresponding contragradient representation Q* 
transforms as 

Q* -Q*' = U*Q*. (203) 

Starting from the fundamental representation (2.1), 
we can generate the higher-dimensional representations 
by taking tensor products. Tensors that correspond to 
the standard Young tableaux of a given pattern then form 
the basis of an irreducible representation. 4 For SU(4), 
Young tableaux have at most three rows and, if we 
enumerate all Young tableaux with this restriction, we 
obtain a complete set of irreducible tensors, The dimen­
sionality n of the representation is given by the formula 

n 
(Al - A2 + 1)(Al - As + 2)(Al - A4 + 3)(~ - As + 1) 

12 

(2.4) 

where Ai are nonnegative integers which specify the num­
ber of "boxes" in the ith row, We have given in Table I 
some of the Young tableaux, the dimensionality, and the 
corresponding tensors that describe the irreducible 
representation. 

The 15-dimensional adjoint representation which is 
spanned by the tensors T O!.a,Y ,6 can also be given in terms 

TABLE 1. 

Young tableaux Dimens ionality Tensor 

0 4 TO!. 

Ef 15 T a8.?',6 

0::0 20 T Ot.8Y 

EP 20 TO!.s,y 

EEl 20 TO!.a,~ 

EfI1 45 T Ot.8Y,6 

~ 84 T0t.8l'ti,Ef1,1JV 

Copyright © 1975 American Institute of Physics 2494 



                                                                                                                                    

of the components of a mixed tensor M~, where 

(2.5) 

with the trace condition 

which is the obvious generalization of the 3 x 3 matrix 
representation for the meson octet in SU(3). The addi­
tional mesonss 05°, D-F-), (D+, DO, F+), and 11c transform 
as 3,3*, and 1 representations of SU(3) respectively, so 
that the SU(3) content of the 15-dimensional representa­
tion is (8, 3, 3*, 1). 

The quark model suggests that the t+ baryons belong 
to the 20-dimensional representation contained in 40 4 
04. This representation is described by the tensors 
Taa,r or alternately by the tensors B~'\ where 

with the null trace conditions 

(2.9) 

Its SU(3) content can easily be found to be (8, 6, 3*, 3). 
All the new baryons that appear have a nonzero value of 
the additional quantum number, charm. The new parti­
cles in both 15 and 20 are listed in Table II. 

3. EXPLANATION OF THE TABLES OF CLEBSCH­
GORDAN COEFFICIENTS 

As stated in the Introduction, the main purpose of 
this paper is to decompose SU(4) with respect to SU(3). 
A state in a given irreducible representation is com­
pletely specified by 

(3.1) 

where Rand IJ. label the SU(4) and SU(3) c SU(4) repre­
sentations, respectively. I, II! are the isotopic spin 
quantum numbers and Y, C stand for the hypercharge 
and charm, respectively. We shall denote I, Iz , Y, and 
C collectively by the symbollJ, so that the abbreviated 
notation for the state will read 

ct>({R, IJ.}, lJ). 

The transformation law for these states can then be 
written as 

(3.2) 

(3.3) 

For given Rand IJ., D!.,;IL) is a IJ.-dimensional unitary 
matrix which describes the corresponding irreducible 
representation of SU(3). Considering product states, we 
can easily see that SU(4) Celbsch-Gordan coefficients 
(CG) 

(3.4) 
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(2.6) 

The mesons which belong to the 15-dimensional adjoint 
representation can be written in the matrix form 

(2.7) 

I can be written as 

(3.4') 

where (~l ~~ I~~') can be regarded as SU(3) singlet fac­
tors.6 r::

1
1 ~22 ~r') is an SU(3) CG given by 

0: ~: ~} (l~';' l~:, I j; ) "l:;t",. ' (3.5) 

IL 1 ILZ IlLy, 
where (ItYt ItY2 IY) are the SU(2) singlet or isoscalar 
factors and CH~~h are the usual SU(2) isospin CG's. 
Our tables give the SU(3) singlet factors (~} ~~ I~~. 

TABLE lIA. Quantum numbers of new mesons in the 15-dimen­
sional SU(4) representation. 

SU(3) Label Isospin 

I 

{3} 112 

0 

{3*} 112 

0 

{I} 0 

II! 
+1/2 

-1/2 
0 

+ 1/2 

-1/2 
0 

0 

Hyper- Charm 
charge 

o 

-1 

o 

1 

o 

-1 

+1 

o 

TABLE lIB. Quantum numbers of new baryons in the 20-
dimensional SU(4) representation. 

SU(3) Label 

{3*} 

c++ t 

A+ 

Isospin 

1 

1 

112 

0 

112 

0 

112 

0 

Hyper- Charm 
charge 

1. 
1 

0 
-1 +1 
112 0 

-112 
0 -1 

1/2 
0 

+1 -112 
0 1 

1/2 

-1/2 
+2 

0 0 
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In computing the singlet factors, as well as fixing 
the phases, it is useful to consider the various SU(2) 
subgroups of SU(4). For this purpose it is convenient to 
write the infinitesimal generators in terms of the non­
Hermitian matrices E ii , which satisfy the commutation 
relations 

[Eii , Epl ] = Ojk E; I - Oil Ekj , 

for i,j, k, 1 = 1,2,3,4 and E jj t = Eji. (3.6) 

In the fundamental representation the E matrices are 
very simple. They are the so-called matrix units, elj, 

where eij is the matrix in which the element belonging 
to the ith row and the jth column is unity and all the 
other elements are zero. We can define the raising and 
lowering operators of the different subgroups as follows: 

E23 = U., E14 = L., 

E34 =K., E24 =M., 

and I. = E12 t = E2l , etc. 

The operators (3.7) generate, in addition to the well­
known I-spin, U-spin, and V-spin subgroups of SU(3) 
c SU(4), three additional SU(2) subgroups which we have 
called K, L, and M: 

[K., KJ = 2K3 = E33 - E44 , 

[L., LJ = 2L3 = Ell - E44, 

[M., MJ = 2M3 = E22 - Eu. 

(3.8) 

The six diagonal operators 13, U3, K 3, V3, L 3, and M3 ob­
viously cannot all be independent. They can be expressed 
in terms of the physical quantum numbers such as bary­
on number, hypercharge, and charm. 7 Thus, 

U3 =t(-I3 +iY - e/2), 

v3=HI3 +%Y - e!2), 

K3 =t(B- Y - e), 

L3 =HI3 +ty+ B - te), 
M3 =t(-I3 +iY+B- ~e). 

Phase conventions 

(3.9) 

We recall that in SU(3) the relative phases of the 
matrix elements of any two out of the three sets I±l U±l V. 
can be chosen arbitrarily. In addition to the usual con­
vention that the matrix elements of I. be positive, 
deSwart8 chose to make the matrix elements of V. posi-

TABLE III. 8U(3) content of representations arising in the 
products 15® 15 and 20® 15. 

Label Young tableau 8U(3) content Charm 

4* § {3*} 

{1} 0 

15* {3*} 1 
{8} 0 
{I} 0 
{3} -1 

20 {3} 2 
{6} 
{3*} 1 
{8} 0 

20' {1} 3 
{3} 2 
{6} 1 
{IO} 0 

{6} 1 
{8} 0 

20" EEl 
{6*} -1 

36* {6*} 2 
{I5*} 1 
{3*} 1 
{8} 0 
{I} 0 
{3} -1 

45 {3} 2 
{6} 1 
{3*} 
{IO} 0 
{8} 0 
{15} -1 

45* {I5*} 1 
{IO*} 0 
{8} 0 
{6*} -1 
{3} -1 
{3*} -2 

60* {15} 2 
{I5*} 1 
{6} 1 
{IO*} 0 
{8} 0 
{6*} -1 

84 {6*} 2 
{15*} 1 
{3*} 1 
{27} 0 
{8} 0 
{I} 0 

{15} -1 
{3} -1 
{6} -2 

tive in order to fix the relative phases of the different 140 {8} :l 
{I5} 2 

SU(2) multiplets contained in an irreducible represen-
tation of SU(3). Likewise, in SU(4) we can choose the 
phases of three out of the six sets of shift operators. 
However, as discussed by Baird and Biedenharn,9 the 
most convenient and general phase convention for any 
SU(n) is to define the matrix elements of Ei ,;.1, i 
= 1, . , , , n - 1, to be positive. For SU(4) this leads us to 
choose I., U±l and K. to have positive matrix elements. 
Since this choice also affects SU(3) the resulting iso­
scalar factors to be used in conjunction with our SU(4) 
tables have been provided. Our phase conventions for 
SU(4) CG can then be summarized as follows: 

2496 J. Math. Phys., Vol. 16, No. 12, December 1975 

{6*} 2 
{3} 2 
{24} 1 
{I5*} 
{6} 
{3*} 
{27} 0 
{lO} 0 
{s} 0 
{I5} -1 
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TABLE IV. SU(3) singlet factors for 15181 15 of SU(4). CG series 15181 15 = 846:l456:l45*6:l20"6:l15v6:l 15F 6:l 1. 

{27} C=O {10} C=O {10*} C~O {Is} C=-l {I5*} C ~ 1 

S4 46 45* 45 S4 45* S4 
+ - - - + - + 

{S}® {s} 1 {s}® {s} 1 {S}®{S} 1 {S}®{3} 1/-12 1/12 {S}®{3*} 1/-12 1/12 

{3}®{S} -1/-12 1/-12 {3*}®{S} -1/r2 1/12 

{S} c=o 

15D 15F 20' 45 45* S4 
+ - + - - + 

({S} 181 {S}D 15/3 0 ..{5/2V3 0 0 -1/6 

({8} 181 {S})F 0 ra/2 0 1/212 -1/212 0 

{3*}x{3} 1/16 -1/212 -1/212 .(3/4 -/3/4 ..{5/216 

{3}181{3*} 1/16 1/212 -1/212 - .(3/4 ra/4 ..{5/216 

{s}® {1} - 1/3/2 0 1/{6 1/2 1/2 15/3/2 

{1} ®{s} -1/312 0 1/16 -1/2 -1/2 ..{5/312 

{6} C = 1 

20' 45 
+ - {6} C =- 2 

{S}®{3*} 1/12 1/12 
S4 
+ 

15D 15F 45* 84 
+ - - + 

{3*}®{S} -1/12 1/12 {3}181{3} 1 

{6*} C=-l 
{s} 181{3} 2/3 1/ra -1/16 -1/312 

! 
20' ! 45* 
+ -, {6*} C=2 

{3} ®{s} - 2/3 l/ra -1/16 1/312 

{S}®{3} 1/-12 
I 

Vii" S4 
+ {3}®{1} 1/312 1/16 1/ra 2/3 

i 

{3}181{8} -1/-12 1/.f2 ~3*}181{3*} 1 {1}®{3} 1/312 -lN6" -l/ra 2/3 
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TABLE IV. (Continued) 

{3*} C= 1 {3*} C =-2 

45 
15D 15F 45 84 45* 
+ - - + -

{8} 0{3*} - 2/3 1/.[3 1/16 1/3.[2 {3}0{3} 1 

{3*} 0{S} 2/3 1/.[3 1/,;6 -1/3V2 

{s*} 0{1} 1/3.[2 -1/,;6 1/v'3 2/3 

{I} 0{3*} 1/3ft 1/,;6 -1/13 2/3 

{1} C = 0 

1 15D 15F S4 
+ + - + 

({S}0{8}l D 2.[2/65 2/3 0 -1/3.[5 

{3*}0{3} -1/.[5 1/16 1/12 -·/'2715 

{3}0{3*} 1/15 -1/Vs 1/12 ,)2/15 

{l}0{1} -1/115 12/3 0 412/3.[5 

I 

TABLE V. SU (3) singlet factors for 20015 of SU (4). CG series 20015 = 140EEi 60*EEl 36*EEi 20' EEl 201 EEl 202EEl 4*. 

{27} C=O {24} C=1 {I5} C=2 {I5} C=-l 

140 
+ 

140 
+ 

140 
+ 

60* 140 

I - + 

r {~}~{8} {S}~{3} 1 {6}S{S} 1 {6}0{3*} 1/12 1/.f2 

1;::'-1 {3}0{8} -1/,f2 
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TABLE V. (Cantinueti) 

{15*} C=l {to} C=O {10*} C=O {8} C=3 

36* 60* 140 20' 140 60* 140 
+ - + - + - + 

{8}0{3*} .[3/2.f2 1/2 .[3/2.f2 {8}0{8} .f2i3 1/.[3 {8}0{8} 1 {3}0{3*} 1 

{6} 0{8} -3/4 .[3/2.f2 1/4 {6}&{3} -1/.[3 .fii3 

{3*}0{8} -1/4 - .[3/2.f2 3/4 

{8} C =0 {6} C =1 

201 202 36* 60* 140 201 202 20' 60* 140 
+ - + - + + - - - + 

({8}0{8})D ..f65j4.f6 0 - ../5/4.f2 ../5/4.f2 -1/4.f6 {8}Q9 {3*} 17/6-126 2-12/139 .f2/3 1/2.f2 ../5/6 

({8}0{8})F - 5/4ffl 2v2/ffi - 3/4.f2 -1/4-12 ../5/4.f6 {6}0{8} 515/12139 4../5/3rn - ../5/3.[3 - ../5/413 1/6,(6 

{8}0{1} 1/2139 1/m 1/2 1/2 ../5/2.[3 {6}0{1} -7/3139 -1/3113 -2/313 1/13 v'lo/313 

{6}3I{3} ,-17/4ffs - 12/13 - 3/4-12 3/4-12 ../5/4-16 {3}&{3} 11/6113 - 2/139 -1/3 -1/2 ../5/3.f2 

I{")"{'} ,,/3/4m -,2/13 -1/4.f2 - 3/4.f2 v'15/4-12 {3*}0{8} -rn/4/3 0 1/13 -..{3/4 ../5/2.f6 

{3} C =2 

201 202 20' 140 
+ - - + 

{6*} C=2 
I {6}0{3'} -11/3126 2.f2/.[39 -.f2/3 1/3.f2 

36* 140 
+ + {6*} C=-l 

{3}0{8} 17/3ffl 4.f2/3113 - 2.f2/3f:i -1/3.f6 

{3}0{8} -13/2 1/2 60* 
- {3}0{1} 4/3.[39 - 5/3113 - 2/313 4/313 

{3*} <:9{3*} 1/2 13/2 {8}<9{3} 1 {3*}0{3*} 1/139 2/113 1/13 1/13 
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TABLE V. (Continued) 

{3} C=-l {3*} C-l -

36* 4* 20 1 202 36* 140 
+ + + - + + 

{8}0{3} -1 {8}0{~*} 2/m -3/2m 4/v'39 1/2v1o 1/2)2 

{6}&{S} - ..f275 - m/2V6 0 - v3/2v'20 1/413 

{3}0{3} 1/v5 -1/v'39 -2/m -.j 3/10 1/V6 
I 

{3*}0{S} - ../Z/3v5 7/2m 4..f2/3m -11/4v'15 1/413 

I 

I 
{3*}0{1} -2/3v5 2hi39 1-1/3m 12/15 12/3 

I 

{I} C = 0 

4* 36* 
+ + 

{I} C = 3 

{8} x{8} -2/v5 -l/YS 20' 
-

{3}&{3*} -1 {3*}&{3} 1/v5 -2/YS 

TABLE VI. Isoscalar factors for{S} <81 {8}. CG series {8} <81 {8} ={27} EB{lO} EP{lO*} EB }8D} EP{8F } EB {I}. 

Y=-11=1/2 

27 8D SF 10 
+ + - -

I 
! ! 
I 

1/2v5 3/2v5 I -1/2 I 271' 1/2 
~ 

'ZK -1/2YS - 3/2v5 1/2 -1/2 

I Y=-2 1=0 Y=-2 1=1 

10 
-

'27 
+ Z7j 3/2YS -1/2v5 1/2 1/2 

ZR -1 ZK 1 11K 3/2YS -1/2v5 -1/2 -1/2 I 
J 
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TABLE VI. (Continuet/) 

Y=-l 1=3/2 y=o 1=0 

27 10* 27 8D 8F 1 

+ - + + - + 

2:11" 1/,(2 -1/..{2 NK - ..{3/2..{5 -l/m 1/..{2 -1/2 

:i:K 1/..{2 1/..{2 ZK ..{3/2..{5 1l1iO 1/..{2 1/2 

:i:11" -1/2m - .f375 0 ..{3/2../2 

AT] 3..{3/2ffo -1/../5 0 -1/2../2 

y=o 1=1 

27 8D 8F 10 10* 
+ + - - -

NK 1/..{5 -'1'3/10 -l/v'6 -1/v'6 1/v'6 y=o 1=2 

2K 1/..{5 - ../3/10 1/v'6 1/v'6 -1/v'6 

:i:1f 0 0 -12/3 -l/v'6 1/v'6 

:i:17 13/10 1/..{5 0 1/2 1/2 

A11" ../3/10 1/..{5 0 -1/2 -1/2 

Y=l 1=1/2 

27 8D 8F 10* 
+ + - -

N1f -1/2..{5 -3/2..{5 1/2 1/2 Y= 1 [=3/2 

27 10 

:i:K 1/2..{5 3/2..{5 1/2 1/2 + -

NT) 3/2..{5 -1/2..{5 -1/2 1/2 
N1f 1/v2 -1/../2 

AK 3/2v'5 - 1/2v'5 1/2 -1/2 :i:K 1/v2 1/../2 
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TABLE VI. (Continued) 

Y=2 1=0 Y=2 1=1 

10* 27 

- + 

NK 1 NK 1 

TABLE VIT. Isoscalar factors for {8}0{3}. CG series {8}0 {3}={15}+{6*}+{3}. 

1=1 Y=-l C=-1 1 = 1/2 Y = 0 C = - 1 

6* 15 3 6* 15 
- + - - + 

71F" 1/12 1/12 71D 3/4 13/8 1/4 

KD -l1v'Z 1/12 KF- -1378 1/2 1378 

1JD 1/4 -13Ts 3/4 

[=} Y=l C=-l 1=3/2 y=o C=-l 

6* 15 15 

- + + 

KD 1 KD 1 71D 1 

TABLE VITI. Isoscalar factors for {8}0 {3*}. CG series {8}0{3*}={15*}+{6}+{3*}. 

['= 1/2 Y = 0 C = 1 

3* 6 15* 

1=1 Y=1 C=l - - + 

6 15* 
- + 71D 3/4 -f378 -1/4 

71F" 1/,(2 1/12 - fiTs 1/2 1378 KF' 

KD -1/[2 1/12 1JD -1/4 - ,f3J8 3/4 
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1=0 Y=-l C=-l 

3 15 
- + 

KD 13/2 1/2 

1JF" -1/2 13/2 

--_. 

1=1/2 Y=-2 C=-l 

15 
+ 

KF" 1 

1=0 Y=l C=l 

I I I 3* 

I 
15* 

I - + 

KD 13/2 -1/2 

17F'" 1/2 13/2 
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TABLE XIll. (Continued) 

1=0 Y=-l C=l 1=1 Y=-l C=l 1=3/2 y=o C=l 1=1/2 Y=2 C=l 

6 15* 15* 15* 
- + + + 

KD -1 KD 1 TrD 1 KF* 1 

TABLE IX. lsoscalar factors for {6} 18> {8}. CG series {6}18> {8} = {24} ${15*} EB{6} EB{3*}-. 

1=2 Y=1 C=1 1=3/2 Y=2 C=l 1=1/2 Y=2 C=l 1=1/2 Y=-2 C=l 

24 24 15* 24 
+ + - + 

CITr 1 CIK 1 CIK 1 TK 1 

1=1 Y=l C=l 

24 15* 6 
+ - -

1=3/2 Y=O C=l 1=1 Y=-l C=l 

24 15* 
+ -

24 15* 
+ - CI7r -l/m 1/v'3 1375 

STr v'273 -vT73 SK v'273 Ii73 CI71 v'275 1/-12 -l/m 

CIK v'I73 v'273 TTr v'I73 -.;m SK 2v'27i5 -1/16 .J37IO 

1=1/2 Y=O C=l 

24 15* 6 3* 
+ - - + 

CIK -v'27I5 -1/216 3/2.[5 .f3/2..f2 

1=0 Y=-l C=l 1=0 Y=l C=l 

STr -l/ill 5/4v'3 3/2m -.f3/4 24 6 15* 3* 
+ - - + 

S1/ V375 .f3/4 1/2m .f3/4 SK -.f215 1375 CITr -1/2 .f3/2 

TK 1/..{5 -1/2 mro -1/2 T1/ .f315 .f215 SK .f3/2 1/2 
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TABLE X. Isoscalar factors for {6}@{3}. CG series {6}@ {3}={10} ffl{8}. 

Y=-2 1=0 C=O Y=-1 1=1/2 C=O 

10 10 8 
+ + -

TF- 1 SF- v'273 /I73 

-TD /173 -v'273 

Y= 0 1= 1 C= 0 

10 8 
+ - Y=1 1=1/2 C=O 

CjF- /173 .f273 8 
-

SD v'273 -/173 -
CjD 1 

TABLE XI. Isoscalar factors for {6}@ {3*}. CG series {6}@ {3*}={15} EP{3}. 

Y=-1 [=1/2 C=2 

15 
+ 

,--------1------; 

TD 1 

Y=l [=1/2 C=2 

15 
+ 

CjD -1/2 

-------- --

SF+ ..[3/2 

3 

-

{3/2 

1/2 

Y=O [=0 C=2 

SD 

TF+ 

15 3 
+ -

-1/,{2 1/,{2 

1/,{2 1/,{2 

Y=l [=3/2 C=2 

15 
+ 

------f-------
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Y=O 1=0 C=O 

1--- 8 

~1.·----
~ 1 

Y=l 1=3/2 C=O 

SD 

Y=2 /=1 C=2 

10 

+ 

1 

15 
+ 

1 

15 
+ 
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TABLE xn. Isoscalar factors for {3}181 {3}. CG series {3}181 {3}={6} Efl{3*}. 

1=1/2 Y=-1 C=-2 /=1 Y=O C=-2 /=0 Y=-2 C=-2 /=0 Y=O C=-2 

3* 6 6 6 3* 

- + + + -

Dr 1/.[2 1/..[2 DD 1 F-F- 1 VD 1 

p-jj -1/.[2 1/.[2 

TABLE XIII. Isoscalar factors for {3} \3) {3"}. CG series {3}\3) {3*} ={8} (f){1}. 

1=1 Y=O C=O 1=1/2 Y=l C=O 1=1/2 Y=-1 C=O [=0 Y=O C=O 

8 8 8 1 8 
+ + + - + 

DD 1 jjF+ 1 F-D 1 DD 1273 -l/ft 

F-F+ 1/.[3 .f213 

TABLE XIV. Isoscalar factors for {3*} 181 {3*}. CG series {3*} 181 {3*}={6*} (f){3}. 

1= 1/2 Y=1 C=2 [=0 Y=O C=2 

3 6* 3 
- + -

DF+ 1/..[2 1/12 DD -1 

F+D -1/..[2 1/12 

(a) For each Rr we consider the highest state (M,.. v) H' 

i. e., the state with highest I~ in the highest-dimensional 
J.i.y" and we choose the coefficient 

( 
Rl R2 Rr ) 

Ml111 M2112 (J.i.y.II)H 

to be positive for the highest (Mill) that occurs. If this 
is not sufficient, we shall in addition require the highest 

2505 J. Math. Phys., Vol. 16, No. 12, December 1975 

[=0 Y=2 C=2 [=1 Y=O C=2 

6* 6* 
+ + 

F+F+ 1 DD 1 

(M212)' The only ambiguity occurs if (Mr' V)H is an SU(3) 
octet; to resolve it, we shall define {SD} to be a higher 
representation than {8F }. 

(b) The relative phases between different SU(3) re­
presentations in a given R" are obtained by requiring 
the matrix elements of K. to be positive. 

The plus or minus sign underneath each R" in the 
tables denotes the phase factor '111 = ± 1 associated with 
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the symmetry property of the CG: 

(3.10) 

For the SU(3) singlet factors this implies 

(3.11) 

where ~1 is the usual phase defined for the SU(3) CG by! 

(3.12) 
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Lie theory and separation of variables. 8. Semisubgroup 
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We classify and study all coordinate systems which permit R-separation of variables for the wave equation 
in three space-time variables and such that at least one of the variables corresponds to a one-parameter 
symmetry group of the wave equation. We discuss 33 such systems and relate them to orbits of commuting 
operators in the enveloping algebra of the conformal group SO(3,2). 

I. INTRODUCTION 

This paper is one of a seriesl
- 7 devoted to uncovering 

the relationships between the symmetry group of a lin­
ear second order partial differential equation and the 
coordinate systems in which variables separate for that 
equation. Here, we study the wave equation 

in three space-time variables. The symmetry group of 
this equation is locally isomorphic to the ten-parameter 
group SO(3, 2). In Paper 9 of this series we Will derive 
explicitly the possible orthogonal coordinate systems 
With respect to which variables separate or R-separate 
in (*). (More precisely we shall list all coordinate sys­
tems obtained from confocal cyclides and their limits. 8) 
We will show that each such system corresponds to a 
two-dimensional (commuting) subspace of the space of 
second order symmetric elements in the enveloping 
algebra of so(3, 2). Here, the elements of so(3, 2) are 
first order differential operators which are symmetries 
of (*). If the commuting operators Q,S form a basis for 
such a subspace, then the separated solutions >It of (*) 
associated With this coordinate system are character­
ized by the eigenvalue equations Q>It = A>It, S>It = 1J.>It, 
where the eigenvalues A, IJ. are the separation constants, 
The group SO(3, 2) acts on the enveloping algebra of 
so(3, 2) via the adjoint representation and preserves the 
rank of operators in the enveloping algebra. In particu­
lar the infinitesimal symmetries of (*) generate the 
identity component of SO(3, 2) and the symmetry I such 
that I>It(x)=>It(-x) lies in the component not connected 
With the identity. Under this action the two-dimensional 
commuting subspaces of symmetric second order ele­
ments are decomposed into SO(3, 2}-orbits. We regard 
coordinate systems attached to subspaces on the same 
orbit as equivalent, i. e" one such system can be ob­
tained from any other one by an SO(3, 2) transformation. 

Much of this paper is an introduction to the problem 
of separation of variables for (*). Most of the detailed 
calculations will be presented in Paper 9 of this series 
and subsequent publications. In Sec. 1 we compute the 
symmetry algebra of (*) in two different bases and by 
taking a Fourier transform we construct the well-known 
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Hilbert space H + of positive energy solutions of (*). On 
H + the symmetry operators of so(3, 2) exponentiate to 
yield a ~ irreducible representation of a covering 
group SO(3, } of the identity component in SOQ,2)~ In 
Sec. 2 we determine expliCitly the action of so?r,2} on 
H +' Most of the results of this section appear to be new. 

The remainder of the paper is devoted to separation 
of variables. If a separable coordinate system corre­
sponds to a subspace where there exist operators 
Q=A2, S=B2 With [A,B]=O and A,BESO(3,2), we call 
such coordinates subgroup coordinates. In this case 
one can diagonalize the first-order operators A,B. 
These systems are the best-known and easiest to find. 
More generally, if there exist operators Q,S such that 
Q=A2, [A, S] = 0, and A E so(3, 2), we call these co­
ordinates semisubgroup coordinates. Here, one can 
diagonalize the first order operator A. If there exists 
no pair Q, S such that Q is a square of some A E so(3, 2), 
we call the coordinates nonsubgroup. Nonsubgroup co­
ordinates are the most intractible of all separable co­
ordinates and appear the least frequently in applications, 

A given A E so(3, 2) may correspond to several (or to 
no) semisubgroup systems. Indeed, if >It satisfies both 
(*) and A>It = iA>It, then, since A is a symmetry of (*), 
we can use standard Lie theory and introduce new varia­
bles YO,YuY2 such that A=il~ + j(y) (where j may be 
zero) and >It(y)=r(y)exp(iAYo)'I>A(YuY2)' where r is a 
fixed function satisfying il~or+jr=O. Then (*) reduces 
to a second order partial differential equation (t) for 
'1>1. in the two variables YUY2' The possible semisub­
group systems A 2 , S thus correspond to the possible co­
ordinate systems such that the reduced equation (t) 
separates. In particular S corresponds to a second 
order symmetry of the reduced equation. 

In Secs. 3-7 we examine the possible semisubgroup 
systems, The systems are of seven types correspond­
ing to seven choices for A. USing the notation for ele­
ments of so(3, 2) introduced in Sec. 1, we find that 
these types are: 

1]. A = rw Then (t) becomes the eigenvalue equation 
for the Laplace operator on the sphere S2' We find two 
coordinate systems. 4, 9 
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2J. A==Po and (t) is the reduced wave equation (4.1). 
We find four coordinate systems. 

3J. A==P2 and (t) is the Klein-Gordon equation (4.5). 
We find 11 coordinate systems. 3,10 

4J. A=D and (t) is the eigenvalue equation (4.9) for 
the Laplace operator on a hyperboloid. We find nine 
coordinate systems. 4 

5J. A=PO+P1 and (t) is the free particle SchrMinger 
equation (5.1). We find four coordinate systems. 5 

6J. A=M12 and (t) is the Euler-Poisson-Darboux 
(EPD) equation (6.1). We find nine coordinate systems. 

7]. A = i(r23 - r 45 ) and (t) is Eq. (7.1). The problem 
of separation of variables for coordinates of this type is 
currently under study. There are at least three co­
ordimte systems. 

Eliminating duplicate coordinate systems we obtain a 
total of 33 distinct semisubgroup systems at this 
writing, 27 of which have already been discussed in 
Refs. 1-7. The systems of types 6J and 7J are related 
to unitary representations of the universal covering 
group of SL (2, R) which belong to the discrete series. 
They will be discussed in detail in future papers. 

At this writing we have determined all A E so(3, 2) 
such that a separable coordinate system corresponds to 
some commuting pair A2, S and such that S belongs to 
the enveloping algebra of the symmetry algebra of the 
reduced equation (t) associated with A 2 • However, 
there are some omissions on our list, due to the fact 
that diagonalization of A does not uniquely determine 
the variable Yo which is split off to obtain (t). The sys­
tems we have omitted correspond to nonorthogonal co­
ordinates and are such that S is not expressible in 
terms of the symmetry algebra of (t). These systems 
prove rather intractible from the group theoretical 
viewpoint. The proofs of the above remarks follow from 
the results of Sec. 8. In Paper 9 and later publications 
we will settle these questions by using other techniques 
to explicitly list all systems (orthogonal or not) such 
that (*) R-separates. 

In only a few representative cases do we expliCitly 
list the coordinate systems. For 27 systems the expres­
sions are given in Refs. 1-7 and 10. In Paper 9 we will 
derive explicitly all orthogonal systems allowing R­
separation in (*) and obtain the corresponding semi­
subgroup systems as special cases. 

Finally, in Sec. 8 we classify the orbits in so(3, 2) 
under the adjoint action of SO(3, 2) to see why not every 
A E so(3. 2) corresponds to a semisubgroup system of 
the form A 2 ,S. 

The special functions appearing in this paper are all 
defined as in the Bateman Project. 11 

1. SO(3,2) AND THE WAVE EQUATION 

We are concerned with the wave equation 

(1. 1) 

As usual5 we define the symmetry algebra of (1. 1) to be 
the set of all linear differential operators 
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L = :0:=0 a"(x)o,, + b(x) 

such that L 1/J is a (local) solution of (1.1) whenever 1/J is 
a (local) solution. 

It is well known that the possible op~rators L form a 
ten-dimensional Lie algebra, isomorphic to so(3, 2), 
where the commutator is the usual Lie bracket. 12 As a 
convenient basis for this model of so(3,2) we choose 
the momentum operators 

(1. 2) 

the generators of homogeneous Lorentz transformations 

11112==X102-X20U M01==X001+X100' 

M02==X002+X200' (1.3) 

the generator of dilatations 

(1.4) 

and the generators of special conformal transformations 

Ko= -xo+ (x·x - 2x~)oo - 2XaX101 - 2XOX20 2 , 

K1 = Xl + (x.x + 2x~)o 1 + 2X1XOOO + 2X1X202 , (1. 5) 

K2 =x2 + (x.x + 2X~)02 + 2X2XOOO + 2X~10" 
where 

(1.6) 

The commutation relations follow from (1. 27) and (1. 28) 
which will be derived later. 

These symmetry operators can be exponentiated to 
obtain a local Lie transformation group of symmetries 
of (1.1).12,13 In particular, the momentum and Lorentz 
operators generate the Poincar~ group of symmetries, 

1/J(x)-1/J(A-1(x-a», a=(aQJa H a2), AES'J(1,2), 

(1.7) 

the dilatation operator generates 

(expAD)1/J(x)== exp(- ,\/2)1/J[exp(- ,\)x], ,\ E R, (1.8) 

and the K" generate the special conformal 
transfo rmations 

exp(aaKo +a1K 1 +a~2)1/J(x) 

= [1 + 2x • a + (a • a )(x • x) ]-1/2 

( 
x+a(x.x) ) 

x 'l1 1 + 2x • a + (a • a)(x • x) • 
(1. 9) 

In addition we shall consider the inversion, space re­
flection, and time reflection operators, 

R1/J(x) = (ll1 -x ·x)1/J(-x/x .x), 

S1/J(x) = 1/J(xo, - Xu x 2 ), 

T1/J(x) = 1/J( - Xo, Xu x2), 

(1. 10) 

which are not generated by the local Lie symmetries 
(1. 2)-(1. 5). 

As is well-known, 12,14 by formally taking the Fourier 
transform in the variables x" we can express a solution 
1/J(x) of (1. 1) in the form 
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I/J(x)= 4~i'" jlexp(ik .x)j(ku k 2) 

+ exp(ik .xV (ku k 2)] dJl(k), (1.11) 

where k o=+ (ki+k~)l/2, k= (-ko.kuk2)' and dJl(k) 

= dill dk2/ko• 

Let H = H + tB H _ be the space of all 0 rde red pairs of 
complex-valued functions (f(ku k2).!(kUk2)}= F(ku k 2) 
defined on R2 such that 

(1.12 ) 

(Lebesgue integral), and consider the indefinite inner 
product on H given by 

(1.13 ) 

Then, as is well-known, 12,14 the functions I/J, 4> related 
to F, G by (1.11) satisfy 

(.y, <1» '" (F, G)= 2i f f(l/J(x)oo¥(x) - [0 ol/J(x)]~ (x»dx l dX2 
xo=t 

(1. 14) 

independent of t. More precisely (1.14) can be derived 
from (1.13) by first considering the dense subspace of 
H conSisting of C~ functions with compact support bound­
ed away from (0,0) and then passing to the limit. For 
F E H the corresponding l/J(x) is a solution of (1. 1) in the 
sense of distribution theory; it may not be true that lJI is 
two times continuously differentiable in each variable. 

The operators (1. 2)-(1. 5) acting on solutions of (1.1) 
induce corresponding operators on H under which H + 

and H_ are separately invariant. Indeed with repeated 
integrations by parts we can establish that the action of 
these operators on H + is 

Po=iko, Pj=-ikj , j=l,2, 

M 12 =k10k2 -kz"J k1 , M 01 =koOk1' M02 = k OOk2' 

Ko =:. iko (,a k 1k1 + ° 1<2k2)' 

K1 = i(k l 0k1kl - k 1ok2k2 + 2k20klkl + Ok)' 

K2 = i(- k20klk l + k2ok2k2 + 2klOklk2 + Ok2)' 

(1. 15) 

(1. 16) 

(1. 17) 

(1. 18) 

The action on H. is the same except that ko is replaced 
by - ko in each of (1.15)-(1.18). Moreover, it is 
straightforward to verify that these operators are skew­
Hermitian on H + and H. separately. 

The induced operators Sand T on Hare 

SF(kl , k2) = F(- kp k2) = (j(- kp k2) ,](- kl , k2», 
TF(k l , k 2) = (j(kl' k2),f(kl , k2». (1.19) 

Thus, H + and H _ are invariant under S, but these spaces 
are interchanged by T. In view of this interchange prop­
erty of T we will henceforth limit ourselves to consid­
eration of elements in the Hilbert space H +' or what 
amounts to the same thing, the positive energy solutions 
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The inner pr .. oduct on H + is 

(J,g) = f f j(k l , k2 )g(k1 ,k2 ) dJl(k) 

and 

(lJI ,4» = {f, i> =4i f.f .y (x)oo;J; (x) dXl dx2 
Xo=t 

= - 4i.r .r ;J; (x)oolJl (x) dXl dx2 • 

%0=1 

Furthermore, if lJI is given by (1.20), we have 

j(k1 , k2 ) = ~o f~J lJI (x) exp(- ik • x) dXl dx2 • 

(1. 20) 

(1. 21) 

(1. 22) 

(1. 23) 

By employing arguments analogous to those in Ref. 
12, one can show that H + is invariant under Rand 

(1. 24) 
R2=E, 

where E is the identity operator on H •. Clearly, R 
extends to a unitary self- adjoint operator on H + with 
eigenvalues ± 1. It follows from the configuration-space 
realization of our operators that 

RKjR-l=Pj , j=I,2, RKoR-l=-po, RDR-l=-D, 

(1.25) 

RMctJlt-1=MctB , R=R-l . 

At this point it is convenient to introduce another 
baSis for our Lie algebra of symmetry operators which 
clearly displays the isomorphism between this algebra 
and so(3, 2). We define so(3, 2) as the ten-dimensional 
Lie algebra of 5 x 5 matrices A such that AG + GAl = 0, 
where 0 is the zero matrix and 

G=(' 1 1 -1 "). 

o -1 

Let C Ij be the 5X5 matrix with a 1 in row i, column j 
and zeros elsewhere. Then the matrices 

rab=Cab-Cba=-rba' a*b, 

raB=CaB+[Ba=rBa' l!Sa,b!S3, 

r AB = -CAB +CBA =- r BA , 4!S A,B!S 5, 

(1. 26) 

form a basis for so(3, 2) with commutation relations 

[rab,red]=Oberad +O.drbe +oe.rdb +odbrea' 

[raB' red] = - 0adr eB + O.er dB' 

[r Ab' r 4S] = ° ASr 4b - ° A4r Sb' 

[raB , reo] = 0BDr.e - O.er BD' 

This r-basis is related to our other basis via 

E.G. Kalnins and W. Mi"er, Jr. 
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KO =r14 -r45 , Kl=r12-r25' K2=r13-r35' (1.28) 

M12 =r23 , MOl =r42 , M 02 =r43 , D=r15 · 

Furthermore, we can set R=- G. 

For our model of 50(3,2) we have 

~- ~ -~=~-Ki -/G=O, (1.29) 

where the result for the K-operators follows from 
(1. 25). Furthermore, direct computations yield 

ri2 + ri3 + r~3 = r~5 + L 
Mi2 -~l - ~2= -1)2 +t, (1.30) 

r~ - r;l - r;l = r~3 + t . 
If {'I! ex (x)} is an orthonormal (ON) basis for the Hil­

bert space of positive energy solution of (1.1), then (in 
the sense of distributions) 

exp[ik' (x' - x)]d/l(k), 

(1. 31) 

where the distribution ~. defined by (1. 31) has the ex­
plicit expression 

21Ti 
t>r, 

21Ti 
~.(x)= - (f_r2)1/2' t<-r, r=(xi+~)1/2, (1.32) 

217 
-r<t<r. (r2 _ f)1/2 , 

The computation of (1.32) is carried out in analogy with 
the corresponding result for four-dimensional space­
time. 15 It follows immediately that 

(1. 33) 

where the integration is carried out over x' . 

2. THE ACTION OF THE CONFORMAL GROUP 

It is well known that the representation of 50(3,2) on 
H. induced by the operators (1.15)-(1.18) exponentiates 
to a global irreducible unitary representation of a cover­
ing group SO(3, 2) of the identity component of 50(3,2) .12 

The maximal connected compact subgroup of SO(3, 2) is 
50(3)xSO(2), where 50(3) is generated by r 12 , r 13 , r 23 , 
and 50(2) by r 45 " We will determine the explicit action 
of this subgroup on H as well as the action of several 
other interesting sub~roups of 50(3,2). 

The operators MOl' M02 ' MI2 generate a subgroup of 
50(3,2) isomorphic to 50(2,1). The action of this sub­
group on H. is determined by 

(expeM12)f(k) = f(k l cos e - kg sine, kl sine + kg cos e) , 

(expaMol)j(k) = f(kl (a), kg), (2.0 

kl (a) = [e" (k l + ko)2 - e-ak~]/2(kl + ko), ff': H •. 

(The result for M02 follows easily from that for MOl") 

The Pa generate a translation subgroup of 50(3,2): 

(exp '0 a",P ",)f(k) = exp(ia . k)f(k). (2.2) 

2510 J. Math. Phys., Vol. 16, No. 12, December 1975 

Unitary operators of the form exp ~ a"K" are some­
what more difficult to compute explicitly. However, the 
subgroup 50(2,1), (2.1), transforms the vector a under 
the adjoint action and there are only three distinct cases 
to consider: (1) a=(llo,O;O), llo*O, timelike; (2) 
a=(O,allO), al*O, spacelike; (3) a=(~,~,O), lightlike. 

We start with the timelike case. Note that the 
quantities f1

112
' 

fl I (k) = 0(k1 -ll)0(k2 -l2)ko, - ~ < lJ <00, 
1 2 

P j f, I = - lj f, I , j = 1 ,2, P of, I = ilof, I , 
12 12 12 12 

(2.3) 

form a basis for H. of generalized eigenvectors of the 
commuting operators P",. The orthogonality relation is 

U/ t I 2,!St S2) ~ 0(11 - 51)0(12 - s2)lQ, 

I~ ~ (Ii + 1~)1/2. 

Thus, the quantities g /112 ~ Rf1112, 

gl I (k) ~ (1/217) cos.f2f7i, 
I 2 

(2.4) 

(2.5) 

form a basis for H. of generalized eigenvectors of the 
commuting operators K,,: 

Kjglt/2 ~ - iljglt/2' KO&1/2 ~ - iloglt/2' 

(gl I ,gs s ) ~ o(ll - 51)0(12 - 52)10 , 
t 2 I 2 

(Here we are using the fact that R is unitary. ) 

The unitary operator expaKo takes the form 
~ 

(expaKo)f(s) ~ ~j G(a, 1, s)f(l)d/l(l), fE.H., 

where 

G(a, 1, s) ~ (exp(aKo)fl1fs) ~ (R exp(- aPo)Rfl1fs) 

~<exp(- aPo)gl1gs) 

(2.6) 

(2.7) 

= 4~2 If exp(- iako) cos,f2Z:k cosv'2ST d/l(k). 

(2.8) 

We can evaluate this integral by expanding the cosines, 
~ 

cos/2l7i = '0 exp[in(e - <p)]J2n[2(loko)t/2], 
n=_<:o 

It +i12 =loexp(i<p), kl +ik2 =koexp(ie), 

and integrating term-by-term. The result is 

G(a, 1, s) = - (i/217a) exp[i(5o +tolla] 

xcos[(1/a)v'2(501o+5t1t +5212) 1. (2.9) 

To compute the action of expaK1> we need a basis of 
generalized eigenvectors of the commuting operators 
M02 and Pt. The basis is 

hl." (k) = (l/v2iT)0(5 - /l) exp(iAT), - 00 < /l, A < 00, 

(2.10) 

Indeed, 

M 02h)."=iAh).p,, P1h).,,=-i/lhl.'" 

(hl.", hl.' ,,) = o(/l - /l')o(A - A'). 
(2. 11) 

A straightforward computation, using the unitarity of 
R, shows that the Rhl." are corresponding eigenfunctions 
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of M02 and Kl satisfying the same orthogonality rela­
tions as the h~,," Here, 

M02(Rh~u.) = i>"(Rh).,') , Kl (Rh).u.) = - iJ.LRh).u., 

l
4(J.L/S)i~ COSh(>"1T)Km(21.S'j:L), SJ.L > 0, 

Rh (k) = exp(i;T) 2(- Il/S)I).[K2n(2 exp(-1Ti/2)-.I- SIl) 
Au. (211")3/ 21/2 

+Km(2 exp(7Ti/2)-.I- SIl )], SIl < 0, 

(2.12) 

where KA(z) is a MacDonald function. The unitary opera­
tor expaKt assumes the form 

~ 

(expaKt)f(s) = J J H(a, 1, s)f(l)dll(l), (2. 13) 
-~ 

where 
~ 

H(a, 1, s) = (exp(aK1)fl.fs) = J J (flo exp(- aK1)Rh u.A) 
-~ 

(Rhu.A.f.) dll d>.. = f:f exp(- illa)Rhu.),(l)Rhu.).(s) dll d>.. 

= 811"1
1al 

exp[-i(St +ll)/a] 

x LS1(l2 +10) -It(S2 +so») 
COS~(S2 +so)112(l2 +lO)t/2 , 

as follows from a tedious computation. 

(2.14) 

The computation of exp[a(Ko+Kt)] can most con­
veniently be carried out in Sec. 5, where we relate 
this operator to the free-particle Schrodinger equation. 

The dilatation operator D generates the one-param­
eter group expaD, 

(expaD)f(k) = exp(a/2)f(eak). (2. 15) 

We can now easily exponentiate the compact genera­
tor r 45 = t(Po - Ko). Indeed, the operators Po, D, and Ko 
generate an SL(2, R) subgroup of 50(3,2). It is easy to 
verify the relation 

exp20r 45 = exp(tanO Po) exp(- sinO cosO Ko) 

xexp(- 21ncosOD) (2.16) 

on SL(2, R), and, evaluating the right-hand side of this 
expression, we find 

icscO 
(exp20r45)f(k) = ~ exp[ - i(ko +lo) cotO] 

x cos[ csc 0-.12 (kol o + klll + k2l2) ]f(l) dll (1), 

(2. 17) 

Similarly, the ope~tors P lo D, and K t generate an 
SL(2, R) subgroup of SO(3, 2) and one can verify the 
relation 

exp20r12 = exp(tanO Pi) exp(sinO cosO K 1) exp(- 2 In cosO D), 

2r12 =K1 +Plo 

or 

(e 20r \~(k)= exp{-ik1[(sin20+1)/sinOcosO]} 
xp 12!J· 811" 1 sinO 1 

xII exp(-il1 cotO) 
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[ 
kl(l2 +lo) -ll(k2 +ko) ] ( ( ) 

XCOS sinO(k2+ko)1!2(l2+lo)l/2 fl)dJ.L 1, 

0*n1T/2. (2.18) 

The operators (2.18) together with the operators 
expO M12 , (2.1), determine the action of the SO(3) 
subgroup. 

3. THE LAPLACE OPERATOR 

On restriction of our irreducible representation of 
50(3,2) to the compact subgroup SO(3) this representa­
tion decomposes into a direct sum of irreducible 
representations DI of SO(3), dirnDl = 2l + 1. We will 
determine a convenient baSis for H +, which exhibits this 
decomposition. This is a basis of eigenvectors of the 
commuting operators r 45 and r 23 : 

r 45 f=i>..j, r23f=imf, -ir45=tko(-Oklkl-0k2k2+1). 

(3. 1) 

By setting kl =kocosl.l, k2 =ko sinO, it is easy to show 
that the ON basis of eigenvectors is 

f O , m)(k) = [(l- m) !/7T(l + m)! ]1/2 (2ko)m exp(- ko) 

x L:::::)(2ko) exp(iml.l), (3.2) 

>..=l+t, l=0,1,2,"', m=-l,-l+l, ... ,l. 

Here, L~")(z) is a Laguerre polynomial. 

From this result and the first of Eqs. (1. 30) we see 
that the {r0,m): m = l, l-l, ... , -l} for fixed 1 form an 
ON basis for the representation DI of SO(3). Further­
more, on restriction to SO(3) our representation de-
composes as 

From the known recurrence relations for Laguerre 
polynomials we find 

r15fo, m) = t-.l(l - m + l)(l + m + l)f(l+l, m) 

- t..J(l- m)(l +m)f O -1,m), 

r 4d O ,rn) = - t..J(l + m + 2)(l + m + 1)fo+1, m+l> (3.3) 

d-.l(l- m)(l- m _l)f(l-l,m+1> + t ..J(l +m)(l +m -1) 

Xf 0-1, m-1> - t..J(l- m + 1){l- m + 2)f O +1, m-1). 

Using (3.1), (3.3) and taking commutators, we can 
compute the action of any r"8 on this basis. 

Note the close connection between the eigenvalue 
equation r 45 f=i>..j and the quantum Kepler problem in 
two-dimensional space: 

Hg = Ilg, H = - 0xx - Oyy+ e/r, r = (x2 +y2)1 /2, 

(3.4) 

The two eigenvalue equations can be identified provided 
wesetk1=x,f::Jj., k2=y,f::Jj., J.L=-e 2/4>..2. Theeigen­
value problems are defined on Hilbert spaces with dif­
ferent inner products, but from the Virial theorem16 we 
see that if the energy eigenvalue Il belongs to the point 
spectrum of Hand g is a corresponding eigenvector, 
then g also has finite norm in H+. Conversely, if f is 
an eigenfunction of r 45, then f f Ifl2 dx dy < 00 and f cor-
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responds to an energy eigenvalue J.l in the point spec­
trum of H. Since the eigenvalues A of r 45 are A = l + i, 
l = 0,1,2,···, it follows that the point eigenvalues of H 
are J.l1 =0 - e2/4(l + i)2. Although this is a satisfying ex­
planation of the point spectrum of H, it sheds no light 
on the continuous spectrum of H since r 45 has only 
point spectrum. 

Using (1. 20), we can compute the corresponding ON 
basis of positive energy solutions I/IU,m)(x) of (1.1): 

00 

I/IO,m)(x) =0 1/411 f f exp(ik· x)/U,m)(k)dJ.l(k) 
_00 

=0 [(l - m)! /411(l + m)! ]112 exp[im(O! - 11/2}] (3. 5) 

x fo 00 exp[ (ixo - 1)ko](2ko)mJm(kor)L:::)(2ko) dka. 

xl =orcosO!, x2 =orsinO!. 

In terms of the coordinates 

sin'll sina coso! 
Xo =0 -c-o-sa=-~c=--o-s--';-'11 ' xl =0 cosa _ coslJt ' 

sina sinO! 
X2 =0 cosa _ cos'll ' 

variables R-separate in (1. 1) and (3.5) to give 

1Jt0 ' m) = i'/(l- m) !/811(l + m)! v'cosa - coslJt 

xexp[ - ilJt(l + i)] exp[im(O! - IT/2)P;"(cosa) 

(3.6) 

= [(- i)m-l/v'4l +2]v'cosa - coslJt exp[- ilJt(l + i)]Y'['(a, O!), 

(3.7) 

where P;" is an associated Legendre function and Y'[' is 
a spherical harmonic. (We can always parametrize so 
that cosa - coslJt> O. ) Indeed, in our three-variable 
model we find 

r45=-0~+isinl/l/(cosa-cosl/l), r 23 =0",. (3.8) 

Thus 1/10, m)(x) dcosa - cos 1/1 exp[ - il/l(l + i)] exp(imO!)g(a), 
and, substituting into (1. 1), we see that variables R­
separate and g(a) is a linear combination of P;"(cosa) 
and Q;"(cosa). Evaluating the integral (3. 5) for special 
values of the parameters, e. g., a = 0, IT, we establish 
(3.7). 

For future use we point out that there is another 
model of our irreducible representation of 80(3,2) in 
which the eigenfunctions of r 45 and r 23 take an especial­
ly Simple form. The representation space is the Barg­
mann Hilbert space J 2 consisting of all entire functions 
h(Zh Z2) such that17 

f IhI2dHz)<oo, d~(z)={exp[-(lzlI2+lz212)]/7r2) 
exe 

(3.9) 

The inner product is 

The carrier space for our representation is not 32 but 
the subspace 32 consisting of all h E32 such that 
h(- zh - Z2) = h(Zh Z2). The functions 
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l=0,1,2,"', m=l,l-l, ... ,-I, 

(3.10) 

form an ON basis for 32. Setting 

(3.11) 
r23=(i/2)(Z10Z1-Z20z), r 42 =Hozz +ozz -zi-z~) 

2 1 1 2 2 

and comparing with expressions (3.3), we see that we 
have a new model of our representation of .50(3,2) in 
which the functions/u,m)(k) can be identified with the 
functions (3.10). The explicit unitary mapping U from 
H+ to J:; which commutes with the group action is 

U/(Zl,Z2)=f f U(k,z)/(k)dJ.l(k), /EH+' 
R2 

where 

U(k, z) = I.;]U,m)(k)/(I,m)(z) 
I,m 

=[exp(ka + Z1 + Z2)/v'1T] cosh[ v'2k; 

x (Zl exp(- ie/2) - Z2 exp(i8/2»], 

kl = ko cose, k2 = ko sine. 

(3.12) 

(3. 13) 

For convenience we will list the pairs of commuting 
second order elements in the Lie algebra of 50(3, 2) 
which correspond to each coordinate system we discuss. 
Thus the system (3.6), (3.7) corresponds to the 
operators 

1) r~5' r~3. 

There is also a Lame-type coordinate system related to 
the SO(3) subgroup and determined by 

2) r~5' ri2 + a2ri3' a * 0, 

which we shall not treat here. The relationships between 
1) and 2) are discussed in Refs. 4 and 9. These systems 
correspond to the eigenvalue equation for the Laplace 
operator on the sphere S2. 

4. DIAGONALIZATION OF Po, P2 • AND D 

We next look for those coordinate systems permitting 
separation of variables in (1. 1) such that the corre­
sponding basis functions IJt are eigenfunctions of Po: 
PolJt=iAIJt. For such systems we have lJt(x)=exp(iAxo) 
X<1>(xhX2), where 

(011 + 022 + ;\2)<1> = O. (4.1) 

Thus the equation for the eigenfunctions reduces to the 
Helmholtz equation (4.1). Now Po commutes with every 
element in the Euclidean subalgebra [(2) generated by 
Ph P2, and M 12 . The Euclidean group in the plane E(2) 
with Lie algebra [(2) is the symmetry group of (4.1). 
It is known that this equation separates in exactly four 
coordinate systems, each system corresponding to a 
symmetric second- order element in the enveloping 
algebra of [(2). See Refs. 1, 6, and 18 for discussion 
of these matters as well as listings of the coordinates 
and the related eigenfunctions. The pairs of commuting 
second order symmetric operators associated with 
these systems are 

3) Po, pi, Cartesian, 

4) Po, Mb polar, 
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5) ~, M j2 P2 + P2M j2 , parabolic cylinder, 

6) ~, Jli2 +~, elliptic. 

On H< the requirement Pof = iV implies f{k) 
dj(ko-.\)g~(8), where .\>0, kj=kocos8, k2 =kosin8. The 
search for the functions g~ reduces to a study of the 
Hilbert space L 2[0, 27T] on which E(2) acts via 

Pj=-iXcos8, P2=-i.\sin8, M j2 =oo. (4.2) 

As is well known, these operators determine a unitary 
irreducible representation of E(2) on L 2[O, 27T]. Once 
the eigenfunctions g~" (8) of the second operator in 3)-
6) have been determined, the corresponding separable 
solutions 'It~" of (1. 1) can be obtained from the relation 

'It~,,(x)= ex~~Axo) f02~ exp[-i.\(xjcos8+x2sin8)k~,,(8)d8. 

(4.3) 

The eigenfunctions g~" and the corresponding integrals 
(4.3) have been worked out in Refs. 1 and 6. For future 
reference we give the basis 4): 

Po>¥~n=i.\>¥~n' j\,fj2>¥~n=in>¥An' n=0,±1,±2,"', 

f~n(ko, 8) = o(ko -.\) exp(in8)/ili, <t~",fA'n') = o(X- X')6nn., 

(4.4) 

Xj =rcoscp, x2 =rSincp. 

Now we search for coordinate systems allowing 
separation of variables in (1. 1) such that the basis func­
tions >¥ are eigenfunctions of P2: P2>¥ = - iy'lt. Here we 
have >¥(x) = exp(- iYX2)CP(XO, Xj), where 

(000 - 011 + i)cp = 0. (4. 5) 

The operator P2 commutes with the pseudo-Euclidean 
subalgebra [(1, 1) generated by Po, Pj, and MOj and, 
indeed, the pseudo-Euclidean group E(l, 1) is the sym­
metry group of (4. 5). This equation separates in nine 
coordinate systems associated with nine symmetric 
second order operators in the enveloping algebra of 
[(1,1). Details on the coordinates and basis functions 
are given in Refs. 1, 3, and 10. The pairs of commut­
ing operators associated with the corresponding solu­
tions of (1. 1) are 

3)' Pz, PoPt. 

7) ~, 1\I~j, 

8) ~, MOjPO + PoMot. 

9) ~, M~j - (Po +Pj)2, 

10) P~, M6j + (Po + P j)2, 

11) P~, MOj (Po - Pj) + (Po - P 1)MOj - (Po + P j)2, 

12) ~, M~j- POP2, 

13) ~, M~j +Pi, 

14) pL M~j- Pi. 
The case 3)' is equivalent to 3). 

On H< the requirement Pd = - iyf implies f(k) 
= 6(k2 - y)gy(!;), where - 00 < Y < 00, kj = I k21 sinh!;, ko 
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= I k21 COSh!;. The search for eigenfunctions reduces to 
a study of the Hilbert space L 2(R) on which E(1, 1) acts 
via 

po=ilyl cosh!;, P 1=-ilyl sinh!;, M01=0~. (4.6) 

These operators define a unitary irreducible represen­
tation of E(l, 1) on L 2(R). After the eigenfunctions 
gy,,(!;) of the second operator in 7)-14) have been deter­
mined, the corresponding separable solutions 'It y" of 
(1. 1) follow from 

f: exp[i I y I (xo cosh!; - XI sinh!;)] 

(4.7) 

The eigenfunctions gy" and the integrals (4.7) are com­
puted in Ref. 3 for cases 7)-12) and various overlaps 
between these bases have been determined. Here we 
give only the basis 7): 

P2>¥y,,=-iy'lt, M01 >¥Y" = ijJ.'lty " , _oO<y,jJ.<oo, 

f Y/L(k2, !;) = 0(k2 - y) exp(ijJ.!;)/ili, 

<lY,,'/""/L') = o(y- y')o(jJ. - jJ.'), (4.8) 

>¥Y/L (X2, p, 8) = (1/v'8ii4) exp[i(jJ. 8 - YX2) ]K;" (i I yip), 

Xo = p cosh8, Xj =; p sinh8. 

Next we look for coordinate systems yielding separa­
tion of variables in (1. 1) such that the basis functions 
>¥ are eigenfunctions of D: D'It = - ill'Jl. In this case we 
have 'It (x) = piv-1I2cp (so, sj, S2), where 

and€=+l,-l, or ° depending onwhetherx,x>O, <0 
or = 0. It follows from the second of Eqs. (1. 30) that 

(4.9) 

Now D commutes with the subalgebra so(2, 1) generated 
by M 12 , Mot. and M02 , and in fact SO(2, 1) is the sym­
metry group of (4.9). This equation separates in nine 
coordinate systems associated with nine symmetric 
second order operators in the enveloping algebra of 
so(2,1). The details for the case € = + 1 are worked out 
in Refs. 4 and 10. The pairs of commuting operators 
associated with separated solutions of (1. 1) are 

15) D2 , Mi2, spherical, 

16) D2 , M~I' equidistant, 

7)' D2, (M12 - M 02 )2, horocyclic, 

17) D2 , Mi2 +a2M~t. elliptic, 

18) D2 , M~1 - a
2
Mi2' hyperbolic (O<a<l) 

19) D2 , - M12 M02 - M02Mj2 + aM61 , semihyperbolic 

(O<a<oO) 

20) D2, aM~I+M~2+Mi2-M02Mj2-MI2M02' 

elliptic-parabolic (0 < a) 

21) D2, - aM~j +M~2 +Mi2 - M02Mj2 - M 12M02 , 

hyperbolic-parabolic (0 < a) 
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22) D2, M02MOI + M01M02 - M01M12 - M 12M 01 , 

semicircular-parabolic. 

[System 7)' is equivalent to 7). 1 
On H+ the requirement D! = - ill! implies !(k) 

ook(j;v-1I2hv(e), where _oo<:y<:oo, klookocose, k2=kosine. 

The eigenfunction problem thus reduces to a study of the 
Hilbert space L2(0, 27T) on which SO(2, 1) acts via 

M12 = 09, MOl = - sine0 9 - (iv + t) cose, 

MOl = cose09 - (iv + t) sine. 
(4.10) 

These operators define a unitary irreducible represen­
tation of SO(2, 1) which is single-valued and belongs to 
the principal series: 1 = - t+i 1111. Once the eigenfunc­
tions hVo«e) of the second operator in 15)-22) have been 
determined, the corresponding separable solutions 
'Vvo< of (1. 1) can be obtained from 

;v-l J2 (2< 
>¥vo«x) = ~ r(t - iv) J 0 exp[± i7T(t - iV)/2) 

I So - sl cose - S2 sine I ;v-l /2hv,,(e) de, (4.11) 

where the plus sign occurs when So - sl cose - S2 sine> 0 
and the minus sign occurs when this expression is <: O. 
We list explicitly the basis 17): 

D'Vvmoo-iv>¥vm, M I2>¥vm=im>¥vm, _00 <:v<:oo, 

m=0,±1,"', 

!vm(k O' tI) = kii
iV

-1 /2 exp(im8)/27T, (fvm'/v'm') = o(v - 1I')Omm" 

iv-l/2 
'Vvm(x) = ~ r(- iv - m + t) exp[i7T(t - iv)/2) (4.12) 

x Pi'v-l /2 (cosha) exp(imcp), 

Xo = P cosha, Xl = P sinha coscp, X2 = P sinha sincp. 

Here, the expression for 'Vvm(x) is the one valid for 
x· X > 0, xo> O. There is a similar result for the case 
x' X > 0, Xo <: 0, but the expression for the case X· x <: 0 
is somewhat more complicated: 

>¥ (x _ piv-l/2 (exp(- i7T/4 - v7T/2) + (_1)m exp(i7T/4 + v7T/2)\ 
vm ) - VBir \" exp(-7Tv) +exp(7Tv) J 

x (cosha)-1 /2 P:!.".1I2 (tanha) exp(imcp), (4.13) 

Xo = p sinha, Xl = P cosha coscp, 

x2 = P cosha sincp, a> O. 

For a <: 0, >¥vm(x) is equal to expression (4.13) multi­
plied by (_1)m and a replaced with - a. Finally, for 
X' x = 0, xo> 0 we have 

,T. () exp[i7T(t - iv)/2) r(' 1.) 
"'vm X = 47Tv'2iT - tV - m + 2 

[ 
1.) r(- iv) 

x exp[ - ("2 +t v)a r(1. . ) 
2 - m - tV (4.14) 

[
I 1 .) 1 r(iv) 1 (. ) +exp ,- 2" +tva r(t _ m + ivU exp zmcp 

5. THE SCHROOINGER EQUATION 

Of special interest are the coordinate systems 
permitting separation of variables in (1. 1) such that the 
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basis functions -It are eigenfunctions of P O+Pl : (PO+Pl )-It 
ooi{3'V. For this case we have >¥(x) =exp(is{3)4>(t,X2), 
where 2s=xo+xj, 2l=xl-xO' The function 4> satisfies 
the free particle Schrodinger equation 

(5. 1) 

This equation admits as symmetries the operators 

P=P2, K.2=-PO+P1, [ooPO+P1, l3oo~Uvlo2-M12)' 

D = - D - NIol , K2 = - t(Ko +Kl ), (5.2) 

which all commute with Po + PI =[. These operators 
form a basis for the six-dimensional Schrodinger 
algebra of (5.1). Indeed the script notation and the com­
mutation relations for the basis agree with that found in 
Ref. 5, where equation (5. 1) was analyzed. The pairs 
of commuting operators associated with separable sys­
tems for (5.1) are (deleting squares as in Ref. 5): 

3)" Po + PI, P 2 , free particle, 

23) P O+Pl, Po-Pl-tKo-tKl' oscillator, 

24) P O+Pl , PO-Pl+al'V112-aMo2, 

a * 0, linear potential, 

25) Po+Pj, D+1IJ01 , repulsive oscillator. 

[The so-called free-particle coordinates 3)" are the 
same as 3).) OnH+ the requirement (Po +P1)!=i(3j im­
plies!(k)=uo(u-!3l1B(v), where 13>0, u=ko-kj, v=k2. 
Thus, the search for the lB reduces to a study of the 
Hilbert space L 2(R) on which the Schrodinger group acts 
via 

[=i(3, P=-iv, 13 =t!3o v, D =- t-vo v , 

K.2=-iv2/(3, K2=-ti3o vv' 
(5.3) 

As shown in Ref. 5, these operators determine an 
irreducible unitary representation of the Schrodinger 
group on L 2(R). Once the eigenfunctions l/ln(v) of the 
second operators in 23)-25) have been determined, the 
corresponding separable solutions >¥ /In of (1. 1) can be 
computed from 

>¥/In(x) = exp(ii3s ) f~ exp[ - i(th/ (3 + VX2)l!/ln(V) dv. (5.4) 
47T .~ 

For reference we list the basis 23): 

(Po +P1)>¥/ln=ii3'VBn , (Po - PI - tKo - iK1)>¥/ln=i(n+ t)>¥ Il'" 
uo(u - (3) (2/ ) 

n=0,1,2,"', !Bn(U,V)=(, 1ft":' n)l/2eXp -V i3 Hn 
n·y27T2 

(5.5) 

(fBn'/B'n') ,,(30(13 - (3')onn" 

_ exp(i(3s)(- i)n (_13 _)1 /2 (1 _ it) n /2 
>¥/In(s,t'X2)-4(n!2n7Tili)lf 2 1+it it+l 

r -X~(3) (( 13 ) 112) 
X eXp \4(1+it) Hn Xo 2(I+t2) • 

Using the u, v coordinates we can easily compute 
exp[a(Ko +Kl»)' Indeed from the expression for K2 in 
(5.3) and formula (3.8) of Ref. 5 we find 

{exp(a(Ko + Ktlf)}(kj, k 2) 
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(5.6) 

6. THE EPD EQUATION 

Next we look for coordinate systems yielding separa­
tion of variables for (1. 1) such that the basis functions 
>It are eigenfunctions of M 12 : M12>It dm>It. We have >It(x) 
= exp(imc;o)cI> (xo, r), where 

Xl =rcosc;o, X2 =rsinc;o, 

and cI> satisfies the Euler-Poisson-Darboux equation 

(
1m2) 

ooo-o,.,..-:;:or+yr cI>=0 (6.1) 

or 

(r~5 - r~l - r~I)cI> = (r~3 + t)cI> = - (m + t)(m - t)cI> (6. 2) 

from the last of expressions (1. 30). The symmetry 
group of (6. 1) is SL (2, R) and is generated by the sym­
metry operators r'5, r 4h r 51 . 

The coordinate systems in which (1. 1) separates via 
(6. 1) are characterized by the following pairs of com­
muting operators [r23=MI2' r I5 =D, r45 =t(Po-Ko), r 14 
=t(Po+Ko)]: 

1)' r~3' r~5' 
4)' r~3' (r45 + r 14)2, 

17)' r~3' r~5' 
26) r~3' 2T~4 + r 45 r 14 + r 14r 45, 

27) r~3' 2r~5 + r 45r 14 + r 14 r 45 , (6.3) 

28) r~3' r~4 +a(r45r I5 + r I5 r 45), a*O, 

29) r~3' r~5+ari5' a* 0, 

30) r~3' a r i4 + ri5' a*O, 

31) r~3' (r14 + r 45)r15 + r I5 (r14 + r 45)· 

These statements will be proved and the corresponding 
coordinate systems derived in another publication. 

On H+ the requirement Mid = imf implies f(k) 
= exp(imB)jm(ko) where m = 0, ± 1, ± 2, .. " kl =ko cosB, 
k2 =ko Sine. The eigenfunction problem reduces to a 
study of the Hilbert space L 2[0, 00] on which SL(2, R) 
acts via 

(6.4) 

rI5=t+koakO ' 

This action is irreducible and unitary equivalent to a 
single-valued representation of SL(2, R), not SO(2, 1), 
from the negative discrete series Diml_l/2, as can be 
seen from (6.2) and (3.2). Indeed, the eigenvalues of 
r 45 in this model are i(n + t), n = 1 m I, 1 m 1 + 1, 
1 m 1 + 2, .. '. This model of Di has been studied by a 
number of authors, e. g., Refs. 19, 20, but the connec-
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tion with separation of variables in the EPD equation 
has not been pointed out before. In another publication 
we will use this and other models of the discrete series 
Di to study the spectra of the operators (6.3) and derive 
special function expanSions related to the EPD equation. 

7. DIAGONALIZATION OF f 23 -f4S 

Finally we look for separable solutions of (1. 1) such 
that the basis functions X are eigenfunctions of 
L = t(r23 - r 4S): LX = iKX. IntrodUCing the coordinates 
(3.6) and setting X(x) = v'cosa - cos>ItcI> , we find 

( ~ 0a(sinaaa) - a",,,, - t + ~ ° "",,)cI> = 0. (7. 1) SIna SIn a 

Now we choose as independent coordinates a, {3, p where 
{3 = Q' + >It, P = Q' - \jf. In terms of these coordinates, the 
induced action of L on cI> is L = aB and the solutions of 
LX = iKX are X(x) =v'cosa - cos>It exp(iKI3)8, where 

[sin2aaaa + cosa sinaoa + (t - K2) cos2a - 2iK(sin2a + 1)ap 

+cos2aapp-t"]e(a,p)=0. (7.2) 

The symmetry algebra of (7.2) is sl(2,R) with basis 

A=t(r23 +r45), B=t(r24 +r35), C=t(r25 -r34) 

(7.3) 

and commutation relations 

(A,B]=C, (C,A]=B, (C,B]=A. (7.4) 

Moreover, it is straightforward to verify the identity 

(7. 5) 

In terms of the coordinates a, {3, p we also have A = op as 
the action of A on the solutions of (7.2). From (3.1), 
(3.2) we see that the spectrum of L is given by K 

= t(s + t), s = 0,1,2, .. " and for fixed K the eigenvalues 
JJ.of-iA,A8=iJJ.8, areJJ.=1+t-s/2, 1=0,1,2,···. 
In terms of (7. 5), Eq. (7.2) becomes 

(A2 -B2 -C2)8=-(-K-t)(-K+t)8 (7.6) 

so that the solutions of (7. 2) form the basis space for a 
model of the representation D:"_1/2, (negative discrete 
series), of the twofold covering group of SL(2, R). 

The problem of separation of variables for (7.2) has 
not been settled yet. We will investigate this problem 
in a future paper to see if there are for this symmetry 
algebra exactly nine separable systems corresponding 
to the nine orbits of second-order operators just as 
found in Secs. 4 and 6. At the moment we know definite­
ly only the subgroup systems: 

1)' L2, A 2, 

32) L2, B2, 

33) L2, (A+B)2. 

Except for 1)' our H+-model is not very convenient for 
systems of this type. Thus, in later publications we 
shall employ the model (3.11) and other models of the 
discrete series, such as those found in Refs. 19 and 21, 
to study this case. This conclude our list of semisub­
group coordinate systems in which variables separate 
in (1.1). 
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8. CONCLUDING REMARKS 

In the previous sections we have classified all separa­
ble coordinate systems for the wave equation such that 
the defining operators take the form A 2, S where A 
E so(3, 2), S is a second order symmetric element in 
the enveloping algebra of so(3, 2) and [A, S] = 0. As ex­
plained in the Introduction, SO(3,2) acts on the pair via 
the adjoint representation to generate an orbit of 
SO(3, 2)-equivalent pairs of commuting second order 
operators. Coordinate systems corresponding to 
equivalent pairs of operators are considered as 
equivalent. 

By choosing appropriate examples it is easy to show 
that there are elements A in so(3, 2) for which there is 
no S such that the pair A 2, S corresponds to a separable 
coordinate system. To see why this is the case, we 
classify the orbits in so(3, 2) under the adjoint action of 
SO(3,2). This classification has been obtained in princi­
ple by Zassenhaus,22 but we present the results here in 
a much more explicit form. Indeed, we list the possible 
eigenvalues of a 5 x 5 matrix A E so(3, 2) and for each 
choice of eigenvalues we list a canonical form r 
E so(3, 2) such that r = TArt for some T E SO(3, 2), 
i. e., we list an element r on each SO(3, 2) orbit in 
so(3,2). From the relation At = - GAG it follows easily 
that det(A - AE) = - det(A + AE), where A = a +ii3 E <I and 
E is the 5 x 5 identity matrix. Thus, A = ° is always an 
eigenvalue of A and, if Ai- ° is an eigenvalue, then so 
are - A and~. We use the notation A(n), n = 2,3,4,5, to 
signify that A corresponds to a generalized eigenvector 
x of rank n, i. e., n is the smallest integer m such that 
(A - AE)mx = 0. 

Possible Eigenvalue Canonical Form r E so (3, 2) 

1. O,±A,±A a(r24 + r 35) + i3(r23 - r 45) 
A = a +ii3, a, i3i-° 

2. O,±a,±i3 ar24 + i3 r 35 
)3i-O 

3. O,±a,±ii3 art4 + i3r23 
a,)3i-O 

4. O,±ia,±ii3 ar23 - i3 r 45 
0',13*0 

5. 0,0'(2), - 0'(2) Po +P1 + a(D+Mo1 ) 

6. 0, i.:y(2), - i~(2) 2aL +A +B [see (7.3)] 
ai-O 

7. O,O,O,±ii3 i3r23 or 13145 
13*0 

8. 0(3), ia, - ia 1/ .J2(r 35 + r 45) + ar 12 
0'*0 

9. 0(3), ± a 1/V2(rI3 + r 15) + ar24 
ai-O 

10. 0(3),0,0 Po or PI 

11. 0(5) 1/V2(rI3 + r 15) 
+ ~(r25 - r 23 + r 34 + r 45) 
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Suppose A = r takes the form 1. It is straightforward 
to show that the operators 2B = r 24 + r 35 and 2L = r 23 - r 45 
commute with each other and that the only nontrivial 
elements of so(3, 2) commuting with A are linear com­
binations of Band L. Thus the separable coordinate 
system associated with a pair A2, S and of the type dis­
cussed in the last paragraphs of the Int'roduction is 
equivalent to the system associated B2 and L2, i. e. , 
the system 32). Similar remarks hold for cases 2-9. 

The operator of case 11 lies on the same orbit as the 
linear potential operator 24): Po - PI + aM 12 - aM02' This 
latter operator commutes only with a linear combina­
tion of itself and Po + Pl' 

It is clear that we can use our H + - model to compute 
the spectra corresponding to pairs A2, S and to com­
pute overlaps between basis functions corresponding to 
distinct pairs, in analogy with the procedures developed 
in Refs. 1-7. We will present these results in 
forthcoming papers. 
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Cylindrically symmetric solutions of a scalar-tensor theory 
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The cylindrically symmetric solutions for the Einstein-Rosen metric of a scalar-tensor theory proposed 
by Dunn have been obtained. A method has been given by which one can obtain, under certain conditions, 
solutions of this scalar-tensor theory from known solutions of the empty space field equations of Einstein's 
theory of gravitation. It is also found that one of the solutions of the scalar-tensor theory is nonsingular 
in the sense of Bonnor. Further some special solutions are obtained which reduce to the well-known 
solution of Levi-Civita and a time dependent solution obtained by Misra and Radhakrishna. 

1. INTRODUCTION 

Motivated by the ideas of Mach, Brans and Dickel in­
troduced an alternative theory of gravitation involving 
a scalar function as well as the metric tensor. This 
scalar-tensor theory is not purely geometrical, how­
ever, as the scalar field is introduced in a rather ad hoc 
manner into the Riemannian manifold. 

Several attempts have heen made to cast a scalar­
tensor theory of gravitation in a wider geometrical con­
text. Brans and Dicke observed in their work the formal 
connection between their theory and that of Jordanz 

which uses a five-dimensional manifold. Ross3 has con­
structed a scalar-tensor theory of gravitation using the 
Weyl formulation of Riemannian geometry, and Sen and 
Dunn4 have introduced a scalar-tensor theory modeled 
on a modification of Riemannian geometry suggested by 
Lyra. 

Recently Dunns
,6 has introduced a geometry which dif­

fers from the usual Riemannian geometry in that its lin­
ear connection has nonvanishing torsion defined in terms 
of a scalar function. In this way both the metric tensor 
and the scalar field have a well-defined geometric 
meaning in the spirit of general relativity. Based on 
these considerations Dunn6 has formulated a scalar­
tensor theory of gravitation whose field equations are 
identical in the vacuum case to those given by Dicke? in 
an alternative presentation of the Brans-Dicke theory. 
Further, Dunn6 has also found the static spherically 
symmetric solution of these field equations and it has 
been found that, with a proper choice of parameter, this 
theory agrees with experimental results in the three 
claSSical tests of red shift, light deflection, and peri­
helion advance. 

In the present paper we have investigated cylindrical­
ly symmetric solutions of the field equations of the 
scalar-tensor theory proposed by Dunn6 for the 
Einstein-Rosen metric8

,9 and have given a method by 
which one can obtain, under certain conditions, solutions 
of the scalar-tensor theory from known solutions of 
Einstein's theory of gravitation. It is also found that one 
of the solutions of the scalar-tensor theory is nonsin­
gular in the sense of Bonnor. 10 Further, some special 
solutions have also been obtained, two of which reduce 
in Riemannian space-time to the well-known solution 
of Levi-Civitall and a time dependent solution obtained 
by Misra and Radhakrishna. 12 
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2. FIELD EQUATIONS AND THEIR SOLUTION 

This section deals with the general solution to the 
vacuum field equations of the scalar-tensor theory of 
gravitation formulated by Dunn6 in the cylindrically sym­
metric case with Einstein-Rosen metric. In the regions 
of space-time with zero charge and mass densities the 
field equations of this scalar-tensor theory are 

Rij - tgiJR = (6kZ /AZ)(A,IA,J - tglJA,sA'S), (2.1) 

(a/axS)(A,j ..j - g is) - (A,sA,/A)g"i ..j - g = 0, (2.2) 

where R/j is the Ricci tensor and R the curvature scalar 
of the metric glJ' A is scalar field, and k is a constant. 
If k = ° or A is a constant, the connection of the space­
time is metric-preserving and torsion-free, i. e., we 
have the Riemannian geometry. 

The cylindrically symmetric Einstein-Rosen metric 
is 

where 0 and 7] are functions of rand t only and r, ¢, z, 
t correspond respectively to xl, x2, x3, X4 coordinates. 
The cylindrical symmetry assumed obviously implies 
that A ,2 = A ,3 = 0, i. e., A is a function of rand t only. 

With the metric (20 3) the field equations (2. 1) and 
(2.2) reduce to the following equations 

~1- 044 + odr=O, 
17J. =tr{or + oIl - 6k2r{hr + h:), 

7]4 = r( 01 1\) - 12k2r(h1 h4), 

17J.1 - 7]44 + H of - o~) = 6k2(hf - h~), 

hu - h44 + ht/r = 0, 

where we have put 

A=d'. 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

The lower suffixes 1 and 4 after an unknown function de­
note partial differentiation with respect to rand t, re­
spectively. Equation (2.7) can be obtained from Eqs. 
(2.4), (205), (2.6), and (2.8), and so we shall consider 
the solution of these four equations only. Also the in­
tegrability condition for (2.5) and (2.6), viz., 17J.4 = 141 
is satisfied by virtue of (2.4) and (2.8). 

Equations (2.4) and (2.8) are Euclidean wave equa­
tions in cylindrical coordinates whose solutions can be 
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obtained by well-known methods. 13 Equation (2.4) deter­
mines 6 while (2.8) determines the scalar function h, 
both representing waves. As is evident from (2.5) and 
(2.6), 71 consists of two parts one depending on 6 and 
the other depending on h. This shows that in the scalar­
tensor theory6 the space-time metric (2.3) depends on 
the tensor field gij and the scalar field X both. 

There are infinite number of possible combinations 
of 6 and h that can be used to obtain a solution of the 
scalar-tensor theory. However, if we restrict our­
selves to the case when 6 and h are functionally related 
then (2.4) and (2.8) yield 

6=ah +b, (2.10) 

where a and b are arbitrary constants. In view of (2.10) 
Eq. (2.4) reduces to (2.8) which determines the form 
of scalar function h. The use of (2.10) in (2.4) and (2. 5) 
gives 

711 = trK2(hf + h~), 

714 = rK2(h1h4 ), 

where 

K2=a2_ 12k2• 

Now making the substitution 

h=:l/JIK, i.e., X=:exp(l/JIK) 

in (2.8), (2.11), and (2.12), we have 

1/11 -l/J44 + 1/1/r = 0, 

711 =tr(# + ~), 

714 =: r(1/1lj!4)' 

(2.11) 

(2. 12) 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

The integrability condition for (2.16) and (2.17) is 
satisfied by virtue of (2.15). Hence, whenever lj! is 
known from (2.15), h and A are determined from (2.14), 
71 from (2.16) and (2.17), and 6 is determined from 
(2.10) and (2.14), which can be written in the form 

6=:[a/(a2 _12k2)1/2] lj!+b. (2.18) 

Equation (2.15) is known to have a solution of the form 

[AJo(wr) + BYo(wr)] cos(wt + E:), 

where A, B, w, E are constants and Jo(wr) and Yo(wr) 
are Bessel's functions of order zero and of the first and 
second kind, respectively. Since Yo(wr) - - 00 as r - 0 
we take B =: 0 and a typical solution of (2.15) is of the 
form 

lj!=AJo(wr) cos(wt + E). (2.19) 

The general solution of (2. 15) can obviously be ob­
tained by superposing terms of the form (2.19) and from 
that the solution corresponding to any desired situation 
can be obtained by a proper choice of the arbitrary 
constants. 

Consider now the space-time metric 

(2.20) 

where lj! and 71 are functions of rand t only. The empty 
space field equations of Einstein's theory corresponding 
to (2.20) reduce to (2.15), (2.16), and (2.17) only. 
Hence of the five equations (2.14)-(2.18) taken along 
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with the space-time metric (2.3) which represent an 
empty space solution of the scalar-tensor theory, three 
equations, viz., (2.15), (2.16), and (2.17) taken along 
with the metric (2.20) represent an empty space-time 
in Einstein's theory of gravitation. Thus, we have es­
tablished the following result: 

"For every solution of (2.15), (2.16), and (2.17) cor­
responding to the metric (2.20) which represents an 
empty space-time in Einstein's theory of gravitation, 
we have a solution given by (2.3), (2.14), and (2.18), 
lj! and 71 remaining the same, which represents an empty 
space-time in the scalar-tensor theory. 6" 

3. A NONSINGULAR SOLUTION OF THE SCALAR­
TENSOR THEORY 

Einstein and Rosena and Rosen9 have obtained solutions 
of the wave equations of the type (2.15) which lead to 
particular cases of the metric (2. 20) corresponding to 
progressive or stationary gravitational waves. These 
solutions contain singularity along the axis of z, pre­
sumably representing the source of the waves. Later 
Bonnor10 obtained a nonsingular solution of (2.15) by 
adapting the procedure applied by Synge. 14 Bonnor10 has 
shown that Eqs. (2.15)-(2.17) have nonsingular solution 
given by 

</J= 2v'2 c {[u + (u2 +U2 )
1/2ll (u2 +v2)P /2, (3.1) 

T} =: - ([2c2y2(U2 _ v2)] I (u2 + V2)2} 

(3.2) 

where 

u=y2_t2+l2, v=2lt, (3.3) 

c and l being arbitrary constants. Hence, corresponding 
to a nonsingular solution of Einstein's empty space field 
equations given by (2.20), (3.1), (3.2), and (3.3), we 
have a solution of the scalar-tensor theory given by 
(2.3), (2. 14), (2.18), (3.1), (3.2), and (3.3), which is 
also nonsingular in the sense of Bonnor. 10 

4. SOME SPECIAL SOLUTIONS 

In this section we shall obtain some special solutions 
of the scalar-tensor theory. 6 We consider the field 
equations (2.4), (2.5), (2.6), and (2.8) along with the 
relation (2.9) and the space-time metric (2.3) and 
making certain assumptions we obtain the corresponding 
exact solutions. 

Case (j) 

6 and h are functions of r only. Then from (2.4) and 
(2. 8) we have 

o=:-qh (4.1) 

and 

h=log(rlro), Le., x=rlro, (4.2) 

where q and ro are constants. These give 

6=-qlog(r!ro). (4.3) 

The use of (4.2) and (4.3) in (2.5) and (2.6) yields 

71=(tq2-6k2)10g(rlro)' (4.4) 
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Thus (4.2), (4.3), and (4.4) with metric (2.3) consti­
tute the solution of the scalar-tensor theory. This solu­
tion is also valid for k = 0 if we restrict the possible 
values of q such that q ># O. In this case the geometry of 
the space-time is Riemannian and the space-time met­
ric becomes 

dSZ=(;o)qZ ;2
q 

(df _ drZ) _ (~yrZdq}-(~).q dz 2
• 

(4.5) 

This is the well-known Levi-Civita solutionll corre­
sponding to a line mass placed along the z axis. 

Case (ii) 

15 and h are functions of t only. In this case the solu­
tion of the field equations is 

and 

l1=Hk~- 6kZkf)rt2
; 

where k1' kf, and kz are arbitrary constants. 

Case (iii) 

(4.6) 

(4.7) 

(4.8) 

15 is a function of t only and h is a function of r only. 
In this case the solution of the field equations is 

and 

15=0 - mt, 

h=o kslogr, 

1] = m2rZ / 4 - 6k2k~ logr, 

where m and k3 are arbitrary constants. 

(4.9) 

(4.10) 

(4.11) 

If we take k = 0, the geometry of the space-time is 
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Riemannian and the corresponding space-time metric is 

ds2 = exp(m2rZ/4 + mt)(df - drZ) - rZ exp(mt) dct} 

- exp(- mt) dz2
• 

This is the metric mentioned by Misra and 
Radhakrishna. 12 This is a nonstatic solution of Einstein's 
empty space field equations and is of type II according 
to Pirani's criterion. 15 

ACKNOWLEDGMENTS 

The author is thankful to Professor K. B. Lal, Pro­
fessor and Had, Department of Mathematics, 
Gorakhpur University, Gorakhpur, India, for constant 
encouragement and keen interest in this work. Sincere 
thanks are also due to the referee for pointing out to the 
author a recent paper by Rao et al. 18 of which he was 
unaware at the time of writing this paper. 

lC. Brans and R.H. Dicke, Phys. Rev. 124, 925 (1961). 
2p. Jordan, Schwerkraft und Weltall (Vleweg and Sohn, 
Braunschweig, 1955). 

3D.K. Ross, Phys. Rev. D 5, 284 (1972). 
4D.K. Sen and K.A. Dunn, J. Math. Phys. 12, 578 (1971). 
5K.A. Dunn, "A Geometric Model for Scalar":"Tensor Theo~ 
ries of Gravitation" ~reprint). 

6K.A.Dunn, J. Math. Phys. 15, 2229 (1974). 
1Jt.H. Dicke, Phys. Rev. 125, 2163 (1962). 
SA. Einstein and N. Rosen, J. Franklin Inst. 223, 43 (1937). 
9N. Rosen, Bull. Res. Counc. Israel 3, 328 (1954). 

lOW.B. Bonnar, J. Math. Mech. 6, 203 (1957). 
llT. Levi-Civita, C.R. Acad. Lincei 28 i, 101 (1919). 
12M. Misra and L. Radhakrishna, Proc. Nat. Inst. Sci. (India) 

A28, 632 (1962). 
13C.A. Coulson, Waves (Oliver and Boyd, London, 1955), p. 

14. 
l4J.L. Synge, Relativity-The Special Theory (North-Holland, 

Amsterdam, 1956), Chap. IX, pp. 358-61. 
15F.A.E. Plrani, Phys. Rev. 105, 1089 (1957). 
l6J.R. Rao, R.N. Tiwari, and K.S. Bhamra, Ann. Phys. 

(N. y.) 87, 470 (1974), 

T. Singh 2519 



                                                                                                                                    

The structure of groups with index-3 subgroups and 
Landau's second theorem 

L. V. Meisel and D. M. Gray 

Physical Science Division, Benet Weapons Laboratory. Watervliet Arsenal, Watervliet, New York 12189 

E. Brown 

Rensselaer Polytechnic Institute, Troy, New York 12181 
and Physical Science Division, Benet Weapons Laboratory, Watervliet Arsenal, Watervliet, New York 12189 
(Received 24 February 1974; revised manuscript received 7 May 1975) 

For any group Go which contains an index-3 subgroup G, it is shown that either (a) G is an invariant 
subgroup or (b) G contains an index-2 subgroup GA , where GA is an invariant subgroup of Go. For case 
(a), G and its cosets give rise to three operators which span a stable three-dimensional subspace of the 
group algebra which further reduces to three one-dimensional stable subspaces. For case (b), G A and its 
cosets give rise to six operators which span a six-dimensional stable subspace of the group algebra which 
reduces to two one-dimensional and two two-dimensional irreducible stable subs paces of the group algebra. 
The irreducible representations and the corresponding basis elements of the group algebra are given for 
both cases. Landau's second theorem pertaining to second order phase transitions is proven. 

I. INTRODUCTION 

In this paper we discuss some features of groups 
containing a subgroup consisting of one third of the 
group elements. We derive the structure of such groups 
and give explicit irreducible representations which are 
characteristic of them. Interest in such groups springs 
from their relevance to the theory of second order 
phase transitions. In their classic text on statistical 
physics, Landau and Lifshitz1 make the statement: "It 
appears that the following theorem is also true: No 
second-order phase transition can exist for transitions 
involving the decrease by a factor three of the number 
of symmetry elements (owing to the existence of third­
order terms in the expansion of the thermodynamic 
potentia!)." In a recent review article, CracknelF con­
j ectured that this theorem probably could not be proven 
in the general case. 

Thus, we were motivated to a general study of such 
groups and to a proof of Landau's theorem. We have ob­
tained two distinct proofs, one of which is based on 
group representation theory which is presented here. 
The other proof will appear separately. 3 

II. STRUCTURE AND REPRESENTATIONS 

We shall denote sets of group elements by capital 
letters and members of sets by corresponding lower 
case letters, e. g., hE H or hA E HA • The order of any 
such set will be denoted as an absolute value, e,g., the 
order of set H is denoted I HI . We shall be discussing a 
group Go/G. In the second case, there exists a subgroup 
with I G I "" N and the distinct left cosets H = hI C and 
K=k1 G. In an obvious notation Go""C+H+K. 

As is shown in the Appendix there are two situations 
that c an occur. In one case C is an invarianLsubgroup, 
so that G, H, and K are the elements of the factor 
group CalC. In the second case, there exists a subgroup 
of C, namely CA ' where ICAI = IC1/2, which is an in­
variant subgroup of Co. For this case the factor group 
GolGA is of order six. The sets G, H, and Keach 
divide in half respectively into sets C A' CB , HA , HB , 
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KA , and KB which are the elements of this factor group. 
The group multiplication table for this case is shown in 
Table I. 

_ Fo!, thi~ se~ond .Ease, w~.introduce the operators 
C A' CB , HA , HB , K A , and KB . The first is defined as 
I CAl -It; g A' with corresponding definitions for the rest. 
Under multiplication these operators form a group iso­
morphic to CoICA , which has three classes, viz., GA , 

(iiA,iiA), (cB,iiB , KB). Regarded as elements of the 
group algebra,4 the six operators are bases for a six­
dimensional subspace, which reduces like the regular 
representation, into two one-dimensional and two two­
dimensional irreducible subspaces. 

We introduce the operators C., G., ii., etc., in which 
G~ = CA:I: CB , and correspondingly for the others. We ex­
press the operators that span the irreducible subspaces 
r 1+' r 1-' r 2' and r~ in terms of these operators as 
follows: 

.... .... ...... '" 
rl": A.=C. +H_ +K_; 

r 2 : E1 = .ff76(2G+ - ii. - i(), 
E2 = v'172(ii. - KJ; 

r~ : E~ =vT72(ii. - KJ, 
E~=v176(2G. -ii. -K). 

TABLE I. Multiplication table for the set operators. The table 
gives the product operation of an element (set) on the left and 
an element (set) at the top, e. g., KAHB ~ CB. 

CA CB HA HB KA KB 

CA GA CB HA HB KA KB 
CB GB CA KB KA HB HA 

HA HA HB KA KB CA CB 
HB HB HA CB CA KB KA 

KA KA KB CA CB HA HB 
KB KB KA HB HA CB GA 
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TABLE Ira. Character table for the irreducible representa­
tions of the set operator group for the case that r GB I = 0 
[w = exp (27ri/3»). 

1 
1 
1 

1 
w* 
w 

1 
w 
w* 

TABLE IIb. Character table for the irreducible representa­
tions of the set operator group for the case that I GB I = I GAl. 
Read CH

A 
as the class of HA , etc. 

CGA 2CHA 3CGB 

r l + 1 1 1 

r l . 1 -1 
r2 or r; 2 -1 0 

The case in which G is an invariant subgroup corre­
sponds to the second case except that GB, HB, and KB 
are absent. In this case there are three one-dimensional 
representations of the factor group. This_can ~e t~ught 
of as a limit of the second case in which GA = G+ = G. 
=G, etc. It is of interest to note that the two-dimension­
al subspace reduces into the one-dimensional subspaces: 

r: £1 +i£2=v'273(GA +wHA +W*KA) 

and 

r*: E1 -iE2 =v'273(GA +w*HA +wKA), 

where w = exp(27Ti/3). The characters of the irreducible 
representations are given in Table n. 

III. PROOF OF LANDAU'S SECOND THEOREM 

In Landau's theory1 of second order phase transitions 
the density function p is expressed as P = Po + 6p, where 
Po has the symmetry of the large group Go' The cover­
ing group G of the lower symmetry phase is the subgroup 
of Go, which leaves {jp (and thus p) invariant. Further­
more, it was shown that 6p can be expressed as a linear 
combination of basis functions for a single irreducible 
representation other than the identical representation of 
Go (i.e., 6p=cl/>, where I/> is a basis function for an 
irreducible representation of Go other than the identical 
representation) . 

From an investigation of the transform ation proper­
ties of I/> it is a straightforward matter to see that I/> 
and its partners cfJH = hcfJ and I/>K = kl/> are basis functions 
for an irreducible representation of the factor group 
Go/G in the first case and Go/GA in the second case. 
(N. B. : the prOjection operator for the identical repre­
sentation must give zero on 1/>, i.e., (8+ +H+ +K.)I/> 
= e(1/> + I/>H + I/>K) = 0, where e == 1 in the first case and 2 
in the other so that I/> may have at most one independent 
partner.) As shown by Landau, a continuous transition 
cannot occur if one can construct a third order poly­
nomial, in te rms of rp and its partner functions, which 
is invariant under the operations of Go' Such a third or­
der invariant can always be constructed if the symmetr­
ized cube of the appropriate irreducible representation 
contains the identical representation of GO• 5 Using the 
formula6 
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for the character of the symmetrized cube, and denoting 
the symmetrized cube of representation I.L by [1.L)3, one 
can show that [rJ3 == [r*J3 == r 0' the identical represen­
tation of Go; and [r 2J2 = r 1+ + r 1- + r 2' where r 1+ is the 
identical representation of Go. We need not consider r 1_ 
since I/> cannot be a basis function for this representa­
tion. Thus, the identical representation is contained in 
the symmetrized cube of each representation for which 
I/> can be a basis function, proving the theorem. 

APPENDIX 

We want to show that: (1) When G is not invariant, it 
always contains an invariant subgroup G A' where 1 GAl 
== 1 GI 12, and (2) the factor group GIG A has the multipli­
cation table given in Table I. We give an outline of the 
proof below. It is useful to consult the t:?!1le as we 
establish its properties. 

When G is not invariant, the left cosets G, H == hG, 
and K == kG will not coincide with the right cosets G, H' 
== Gh, and K' == Gk. Without loss in generality we assume 
H*H'. Clearly these cosets have at least one element in 
common. Thus, there exists a subset of G, which we 
call GA, such that hGA =GAh. It is straightforward to 
show that GA is a subgroup. We denote the complex con­
Sisting of the remaining elements of G by G . We ex­
amine the effect of G A on the cosets {G, H ,K} and find 
GA{G,H,K}={G,H,K}. Similarly, GB{G,H,K}=={G,K,H}. 
(These results follow directly from the rearrangement 
theorem.) Furthermore, it can be shown that H and K 
divide into complexes H A , H R , K A , and KR respectively, 
such that HA{H,K}=={K,G}, HB{H,K}={G,K}, KA{H,K} 
={G,H}, and KB{H,K} ={H, G}. This clearly exhausts all 
poSsibilities since G plays the role of a right identity. 
The multiplication properties of these complexes can be 
deduced directly from the above. For example, HAKB 
= GB • In this way one constructs the multiplication table 
given in Table r. From the fact that GEGB =GA we con­
clude that I GB I <; I GAl since there must be at least I GB I 
terms in any product involving GB from the rearrange­
ment theorem. USing GBG A == GB, we similarly conclude 
that I GA I <; 1GB 1. Thus I GA I = I GB I. By similar argu­
ments we See that there are I GAl elements in each com­
plex, each of which is clearly a coset of G A' which is 
seen to be an invariant subgroup. 

I L. D. Landau and E. M. Lifshitz, Statistical Physics 
(Pergamon, London, 1958). 

2A. p. Cracknell, Advan. Phys. 23, 673 (1974). 
3E. Brown and L. V. Meisel, submitted to Phys. Rev. 
4A review of group algebra concepts may be found in Per-Olov 
LOwdin, Rev. Mod. Phys. 39, 259 (1967). 

5The pertinent representations of Go are those that correspond 
to the factorization given here. These representations are 
unfaithful in that the same representative matrix is used for 
each element in a given coset. This matrix is the same one 
faithful in that the same representative matrix is llsed for 
each element in a given coset. This matrixis the same one 
that is used in the factor group for the element corresponding 
to that coset. Thus there is a correspondence in the character 
of these representations of Go with those of the factor group. 

6C. Ya Lyubarskii, The Application of Group Theory in 
PhysiCS (Pergamon, London, ] 960). 
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The local and covariant quantizations of the linearized Einstein's equations, in which the space-time 
translations ma~ not commute with the metric operator, are analyzed. A general characterization of 
the subspace H of physical vectors is given in terms of the two point function, independently of the 
Pqck space representation of the gravitational potential h ~V' Under very general conditions all the 
H are found to coincide with that of the Gupta formulation, thus showing that the physical content 
is the same as in the Gupta case. The analog of the Landau gauge in quantum gravity is defined 
and explicitely constructed through a Pock space representation of h ~V' Spinless gravitons can occur 
only in a quantization which exhibits unconventional features. 

1. INTRODUCTION 

A detailed analysis of the possible local and covariant 
quantizations of the linearized Einstein's equations 
(LEE) was given in a previous paper, 1 hereafter refer­
red as I, under very general conditions. A technical 
assumption underlying the above classification was that 
the space-time translations were described by unitary 
operators in the Fock space in which the gravitational 
potential 

was defined as a local and covariant operator. The mo­
tivation for the above assumption was that it allowed a 
standard spectral representation2 of the space-time 
translations and an easy exploitation of the spectral 
condition. 3 In the present paper we want to extend our 
analysis to the case in which nonunitary representations 
of space-time translations are allowed. This possibility 
cannot be ruled out by general physical arguments and 
in fact a careful investigation on the meaning of physical 
symmetry in theories with indefinite metric (a feature 
forced by locality and covariance) legitimates the use 
of operators which are 1J-unitary but not unitary. 4 

Our analysis will be performed along the lines of 
Wightman quantum field theory. 3 In this framework, a 
local and covariant quantization of the gravitational po­
tential, or a gauge for h"v(x), is specified by a Hilbert 
space I-t, a sesquilinear form ( . , . ) and a distinguished 
subspace I-t', such that ( . , . ) ? 0 on H' and the linearized 
Einstein's equations hold as mean values oni-/'. S The 
arbitrariness in the choice of the gauge is therefore 
reduced to the definition of h"v(x) as an operator valued 
distribution in a Hilbert space H, and to the selection 
of the subspace H', whose elements are candidates to 
describe physical states. The Fock space realization 
of h"v(x) is determined by the form of the two point func­
tion (<Po, h .. v(x)hpa{y) <Po), via a generaliZed reconstruction 
theorem. Therefore, a preliminary step in the classifi­
cation of the possible gauges is the determination of the 
most general form of the two point function (Sec. 2). In 
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Sec. 3 we show that under very general conditions the 
subspace It' is uniquely determined and we give its cha­
racterization in general. A particularly interesting fea­
ture is that the subspaces H' of all the possible gauges 
coincide with the subspace I-t' of the Gupta gauge1 •7 and 
therefore all the theories are equivalent as long as one 
sticks to It'. As a consequence, the spin content of the 
theory is the same as that of the Gupta gauge, i. e. , 
only the helicities ± 2 occur in the physical space H' / 
HI!. Thus, in contrast to statements appeared in the 
literature,8 a local and covariant quantization of LEE 
does not admit physical gravitons of zero helicity, with­
out exhibiting some pathological feature. 

In Sec. 4 we give a Fock space representation of a 
particular gauge which is the analog of the Landau gauge 
in quantum electrodynamics. 

In Sec. 5 we discuss the case of theories which de­
viate from the above characterization. They all have 
some pathological feature: 

(i) the vacuum is not a cyclic vector, for the ele­
ments of H', with respect to the polynomials in the 
smeared fields Raay6 (/); 

(ii) the mean values (<p,Oh"v(/)<P) do not vanish, in 
general, for <p, <pEH'. 

2. LOCAL AND COVARIANT OUANTIZATION OF 
LINEARIZED EINSTEIN'S EOUATIONS. 
DEFINITIONS AND BASIC ASSUMPTIONS 

In this paper we will follow Wightman approach3 to 
quantum field theory as close as possible, even if not 
all the Wightman axioms can be satisfied. A detailed 
discussion and motivation of the following basic defini­
tions may be found in Ref. L 

Definition 1: A local and covariant quantization of the 
linearized Einstein's equations or a gauge for h"v(x) is 
specified by: 

(a) An operator valued tempered distribution h"v(x), in 
a Hilbert space H 0 
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(b) A representation U of the Poincare group in H . 
(c) A nondegenerate sesquilinear form (.,.) on II with 
respect to which the representation U is unitary. 

(d) a distinguished subspace H' cH such that 

(i) the restriction of the sesquilinear form ( . , . ) to 
H' is bounded and nonnegative 

(Iji, Iji) ~ 0 for Iji Eh', 

(ii) the Riemann operators RlJ.vpa(/) = J RlJ.vpa(x)f(x)d4x, 
f E 5, defined by 

RlJ.vpa =t(g"'lJ.gBaovop + g",vglJp01J. oa 

- galJ.gBPovoa - g",vgBa01J. op)haB , 

leave H' invariant and the Einstein's equations 
hold as mean values in H' 

(1) 

(2) 

for all ¢, IjiEH', with Iji in the domain of RlJ.vpa(/); 

(iii) the representation U leaves H' invariant; there 
exists a unique vector ljio, the vacuum vector, 
which is invariant under the representation U, 
lies in h', and is a cyclic vector for the operators 
hlJ.v(/). 

(e) The Fourier transform of (ljio, hlJ.v(x)hpa(y)Iji~ has sup­
port contained in the future light cone V •. 
(f) The operators hlJ.v(x) obey local commutativity 

[hlJ.v(x),hpa(Y)]=O for (X_y)2<O (3) 

and transform covariantly under U 

U(a, A)hlJ.v(x)U(a, A)-l = A~lP A;lahpa(Ax + a). (4) 

(g) The physical states are elements of the quotient space 
Hphy.=H'H" , on which the representation U(a,A) 
becomes unitary. 

As it is well known, the LEE in vacuum essentially 
describe a free field theory. Thus, we may assume that 
all the Wightman functions are determined by the two 
point function. The classification of all the possible 
quantizations of LEE can therefore be done in terms of 
the two point function as discussed in Sec. 3. 

Theorem 1: In a local covariant quantization of the 
linearized Einstein's equations in vacuum the most gen­
eral form of the two point function is the following: 

WlJ.vpa(x-y) 

= (ljio, hlJ.v (x)hpa(y ) ljio) 

= - ic(glJ.pgva + gvPglJ. a - glJ.vgpa)[D+(x - y) + a(x _ y)2] 

+ (glJ.vopoa + gpa01J. ov)F(x - y) 

+ (glJ.povoa + gvp0lJ.0a + glJ.aovop + gva°lJ.°p)Gl(X - y) 

+ olJ. ov opoaG2(x - y) (5) 

where 

and F, Gl , G2 are Lorentz invariant distributions. 

Proof: By covariance and spectral condition WlJ.vpa is 
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of the form9 

WlJ.vpa(x) = (glJ.pgva + gvpg,.a)Fl + g,.vgpaF2 

+glJ.vopoaF3 + gpa01J.ovF 4 

+ (glJ.povoa + gvp01J. oa + glJ.aovop + gvaO,. op)Fs 

+ olJ.ovopoaFa ' 

On the other hand, by condition (d, ii) one must have 

(ljio, RlJ.v(x)Rpa(y)Iji~ = 0, 

This implies 

oFl = const, olJ.ovOpOa(Fl + F2) = 0, 

i. e., 
Fl =- icD+ +ax2 + b, F2= +icD+ +a'x2 +b' 

(a, b, c, a', b' constants, c > 0). With the conventional 
normalization of RlJ.vpa one has c = L This convention 
will be adopted in the following, unless otherwise stat­
ed. By a proper redefinition of the gauge functions, the 
terms a' x 2 + b' and b can be eliminated. Finally, weak 
local commutativity implies10 

WIJ. vpa(x) = WpalJ.v(x), 

i. e., 

F3(x) =F4(X) =F(x). 

Remark 1: One can easily show that the constant a 
vanishes if any of the following properties holds: 

(i) the cluster property holds inH', i. e., 

lim(ljio, h(/)h(g).v) ljio) = 0, 
).-~ 

where flJ. v and glJ. v are test functions of compact support 
such that h(/)ljio Eh', A is positive, v is any spacelike 
vector and g).v=g(x - AV). [Clearly, if h(g)ljio EH' , also 
h(gAV)ljioEH']. 

(ii) The metric operator 1) is bounded and it has a 
bounded inverse. 

Proof: In case (i) we choose f, gEiJ and such that 
olJ.flJ.v=O, 3"g"v=[this implies j"v(O) =ilJ.v(O) = 0] and 

a - a -
F= 2o~f"vakgll.v 

p 

Thus, 

lim(ljio, h(/)h(g).v)ljio) = - iacF 
).-~ 

Condition (i) then implies a = O. In case (ii) the proof 
runs parallel to that of Ref. 5, Proposition 2.4. One 
defines a linear functional 

Fg: Fg(ljio) = 0, Fg(h(/)ljio) = - 2a (O!IJ. o!1J. ~pa(k)?a(k)]]) k=O 

and one shows that it is bounded in H. Thus, there ex­
ists a vector ¢ g such that 

Fg(lji) = (¢g, Iji) = (1)-l¢g, Iji). 

The function g"v(k) is chosen in such a way that glJ.v(O) 
= 0 and (oglJ.v/oka)(O) = O. Therefore, 

U(a, l)1)-l¢g = 1)-lcpg. 
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By the uniqueness of the vacuum T)-1¢/f = \l/Jo and by 
Lorentz invariance one concludes a = O. In the following 
we will consider the case a = O. 

If the space-time translations commute with the 
metric operator (i. e" they are not only T)-unitary but 
also unitary), the Fourier transform of the invariant 
distributions F, C1 , C2 are measures, In this case, the 
Fock space representation of h"Af"V) is of the form 
given by Eq, 10 of ReI, 1, apart from special gauge 
transformations. 6 In the following the Fourier transform 
of F, Gb G2 are not assumed to be measure (e. g" Seco 
4) and in this respect the present analysis extends that 
of Ref. 1. 

3. CHARACTERIZATION OF H' 
In most of the following we will be concerned with 

theories where the following condition is satisfied: 

(¢,Dh"v(j)l/J) =0, Y¢,l/Jcli', (6) 

They cover all the gauges known to us and in our opi­
nion, the failing of condition (6) leads to some pathologi­
cal features, as discussed in Sec, 5, 

In this section we will show that a characterization of 
the maximal subspace H I having the properties listed in 
Definition 1 may be given in general, without explicitly 
using the Fock space representation of h(j), 

Theorem 2: The state h(fl). o. h(f")l/Jo belongs toH' iff 
the test functions i;v = ivi

" , i = 1 . , . n, satisfy the follow­
ing condition: Either 

(7) 

or 
(13) there exists a b~(x) c 5 (JR4) such that 

(8) 

Furthermore, if h(fl) .. , h(f")l/Jo cli' and at least one 
of the test function i: v is of the for m 

(9) 

then the vector has zero norm, Leo, it belongs to H ". 

Proof: It suffices to characterize the one particle 
subspace Ii {eH' since by standard technique one can 
get the whole Ii " H { can be easily characterized by 
using the two point function: If a vector h(j)l/Jo belongs to 
II;, the following equation must hold as a consequence 
of Eq. (2): 

0= (1'0' R"v(x)lz(jHo) 

= J exp(- ikx) d4k{ 6(k2 )e(ko) [2llvkYA" + 2k" kYAv1 

+ F(k)kp"Jpcr[ll2
f["v + 2h"kv 1}. 

This implies that IlIA" must be of the form 

leY>." = I, ".Il: + t" 

(10) 

(11) 

where .if, tIL c.s (JR4) and tIL (Il) = 0 on the mantle C + of the 
future light cone. By standard argumentsll

•
12 one con­

cludes that t" may be written in the form 

t" (Te) = "2U,, (1<), U" c.s . (12) 

On the other hand, Eq. (6) implies 0 a"ovG.GcrF=O and, 
as a consequence, Eq. (10) requires g(k) = 0 on C., i. e., 
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l{(k) = k2(;(k) , G c.s . 
In conclusion Eqo (8) holds with bv = U v + kvG. 

To show that h(j)l/Jo, with;"'v of the form (9), belongs 
toli" it suffices to note that by Eq. (2) and Eq. (6) the 
following" supplementary" condition holds in Ii' 

(13) 

Y l/J, ¢ cH'. Furthermore, for i"v of the form (9), h"v(f"V) 
= 2(3"h"v - i3vhP

p )(bV
), This shows that h(j)l/Jo t':H", 

It is easy to see that the subspace H' defined by (a), 
(13) does indeed have the properties listed in Definition 
1 and therefore it is maximal. The characterization of 
Ii', as given by Theorem 2 remains unchanged if the 
constant a of Eq. (5) is not zero. 

The above characterization shows that the subspaces 
H' of all the possible gauges, in which Eq. (6) holds, 
are essentially identical with the subspace Ii' of the 
Gupta gauge, In fact, the indefinite scalar product be­
tween vectors of Ii', induced by the two point function, 
is the same as in the Gupta formulation for all the two 
point functions characterized by Theorem 1 and indepen­
dently of the Fock space representation of h"v(j) 0 

Corollary 1: Let (h"v,H, (',' ),H') be a local and co­
variant gauge in which Eq, (6) holds. Then one can de­
fine a linear mapping V: Ii' - Ii b (G stands for Gupta) 
such that Yl/J, ¢ cli', and i/Jc = VI);, ¢c = Vtb, 

(4), ¢) = (,Pc, ¢c)c' 

Proof: It is sufficient to prove the statement for vec­
tors of the form l/Jf = h(j)l/Jo, Then, by Theorem 2, any 
test function i, such that h(j) l/Jo c Ii', may be decomposed 
in the form i"v = i~v + i~v, such that a" I:fv = 0 and l/J u 

H" h . JC f . C • T en If l"v denotes the Fock space representation 
of h"v in the Gupta gauge, 

(l/Jf, i/J/f) = (hC(fT)l/Jo, hC(?)l/Jo)co 

An easy consequence of the above Corollary is that 
the physical content of the theory is the same for all the 
local and covariant quantizations discussed above, For 
a detailed discussion we refer to Ref. 1 where the phy­
sical content of the Gupta gauge is analyzed. 

In particular we have 

Corollary 2: Any local and covariant quantization of 
the linearized Einstein's equations, in which Eq, (6) 
holds, gives rise to a quotient space H phys =II'/Ii" in 
which only states with helicity ± 2 can occur, 

4. THE ANALOG OF THE LANDAU GAUGE 

The relevance of the Landau gauge in the discussion 
of physical problems in quantum electrodynamics, 13 

suggests that an analogous gauge may be of interest for 
quantum gravitation, One of the important features of 
the Landau gauge in quantum electrodynamics is that 
the corresponding propagator selects only transverse 
photons since the supplementary condition a" A" = 0 is 
satisfied as an operator equation. In the local and co­
variant quantizations characterized in the previous sec­
tions the supplementary condition is 
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and therefore the analog of the Landau gauge is charac­
terized by the requirement that the equation 

(14) 

holds as an operator equation. One might hope to define 
a local and covariant gauge in which each term of Eq. 
(14) vanishes: 

0'" h",v(x) = 0, hI'", (x) = 0, 

just as in the massive case. 14 

Proposition 1: In a local and covariant gauge for 
h",v(f), Eqs. (15) imply that the two point function of 
R"'8Y6 vanishes, L e., the theory is triviaL 

Proof: In terms of the two point function (5), Eqs. 
(15) give 

(g~ao", + g",,,ov)(cD· +OG1) + g",vocr(OF - cD·) 

+ a",avo,,(F +OGa + 2G1) = 0, 

g",v¢::!F - 2cD·) + a", ov(4F + 4Gl +DG2) = 0, 

(16) 

(16') 

respectively. It is not difficult to prove that the above 
equations are inconsistent unless c = 0 0 In this case the 
two point function of R"8Y6 vanishes. 

Definition 2: By an analog of the Landau gauge in 
quantum gravitation we mean a local and covariant 
gauge in which Eq. (14) holds as an operator equation. 
and the cluster property holds in H I [property (ii) of 
Remark 1J. 

Proposition 2: For the gauges characterized in Defi­
nition 2 the two point function takes the form 

W",vpa(x) = (g",pgv" + gvpg",,,- g",~pa)D+ 

- (g",pava" + gvpa", oa + g",aavop + gvao", ap) 

x ¢::!-lD+ + ND+) + M(g",vapaa + gpua" av)D+ 

+ 2Mo",avapaa(D-1D+ + LD+) (17) 

where L, M, N are constants, 0-1 is defined as in Ref. 
5, and the constant c of Theorem 1 has been chosen 
equal to one. 

Proof: In terms of the two point function (5), Eqo 
(14) implies 

(gva o", + g",ao)(D+ +OG1) +tg",va"DF+ a"avoa(tOG2 - F) = o. 
(18) 

The general solution of Eqo (18) is of the following form: 

F=MD+ +ax4 +bx2 + co, 

Gl =_O-lD+ - ND+ +tax4 + bl x2 + Ch 

G 2MD -1D+ LD+ a 6 b 4 2 a= + -12 X + aX +c2x +c3• 

The constants co, cb C2, c3, can be chosen equal to 
zero since they do not contribute to the two point func­
tion. On the other hand, the terms proportional to a, b, 
bl , b2 must vanish by an argument similar to that of 
Remark 1. 

The Fock space representation of the gravitational 
potential, characterized by the· two point function (17), 
can be easily obtained in terms of the representation of 
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the potential h~v, corresponding to L=M=N=O. In this 
case the indefinite scalar product between the states 
1{!/ = h°(f)1{!o, 1{!t = h°(t)1{!o, (f" v = fv" E 5, t /tV = tv" E 5) is 
given by 

(1{!" 1{!t)=rr J e(ko)I5"(k2)[F",vT/tv-tF/Ta
a]a4k, (19) 

where 

(20) 

and similarly for T ",v' According to the definition15 of 
eo" 

je(ko)l5
l1

(k 2)f(k) a4k =j[ (2! a!)2 ~ ] ask. 
° ° ° kO=ltl 

Equation (19) is well defined, since F"vT"v -tF),,"Ta
a is 

sufficiently well behaved at k = O. 

The above product (19) can also be written in the form 

{
ask 1 -

(iJI,1{!t> = (iJI" 17iJ1t) =N TP iJI,1{!t, 

° ° 
where z/i, denotes the multicomponent vector 

( F"v ) 
$,=fi ~o(a/ako)Fl'v (21) 

(and similarly for IJ!t), N is a suitable normalization 
constant, and the metric 17 is represented by the matrix 

17 = ~ (1711 1712\ 

\1721 1722) 

with 

1711 = i(g"agvp + g",pgva - g" vgpa) + 4go"Kovgopgoa 

- (go"govgpa + gopgoagl'.)' 

1712 = 1721 = - i(gl'pgva + gvpg" a - gl'vgp,,) - 2go"govgpa 

+ (go"gopgva + govgopg",a 

+ gOl'goagvp + govgoai5l'p), 

The closure of the linear manifold spanned by vectors 
of the form (21) [t"v E 5 (R4) J with respect to the scalar 
product 

1 ask" (- 2 0 - 0 ) (1{!/,1{!t)=rr T"L.i F"vTl'v+ko 1fkF"v1fkT",v 
c + 0 Po,1I 0 0 

is the one particle Hilbert space H (1). The Hilbert space 
H is obtained by the standard construction H = fJ:(=lH (n, • 

The Fock space representation of the field is 

h°(/) == h2(f) + h~(/), 

(h2(f)1{!)~~~1"'''nVn =.,In + 1J e(ko)I5"(k2
) 

XifJ~~-Jt"":;Vr .. /tn"n(1l1· •• kj 00 .Iln): 

It is not difficult to prove that 
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A very simple argument shows that T} is not degenerate. 
Indeed, if T}</J is such that ('TI</J, 7J</J) = 0, it must be of the 
form 

T}</J =T} (NIJ.V) ::::(~AIJ.~ . 
\lI1lJ.v k BlJ.v) 

Solving for NlJ.v and MlJ.v, one easily finds NlJ.v=k2N~v, 
MlJ.v=k2M~v, i.e., (</J,</J)=O. 

The operator T) is obviously bounded in H (1). By a 
suitable chOice of the normalization constant N, the 
norm of 7J can be made less than 1. As a consequence 
one can extend the definition of 7J to the whole space by 
putting 

(T}~) (n) = 7J'<9n</J(n>, n = 1,2, "', 

thereby obtaining a bounded operator. 

Finally, the representation of h, corresponding to non­
vanishing L, M, N, is obtained by a special gauge trans­
formations ,6 on h0(/), 

5. GRAVITONS WITH ZERO HELICITY 

In this Section we will discuss possible deviations from 
the characterization given in Sec. 3, namely theories 
in which Eq. (6) does not hold. 

It is important to remark that if the space-time 
translations commute with the metric operator the 
Fourier transform of F, Gl , and G2 are measures and 
therefore by the Garding decomposition of Lorentz in­
variant measures!6 the Fock space obtained by a gen­
eralized reconstruction theorem splits into a direct in­
tegral over the mass. Thus, quite generally, one may 
restrict to the case in Which t, (;1> and (;2 have support 
contained in {k2 = O}. In that case t, C1 , and (;2 must be 
proportional to O(k2) and therefore Eq. (6) trivially 
holds. 

Equation (6) holds also in any local and covariant 
quantization in which OR).lJ.vpH' = 0 and Do ={set of vec­
tors obtained by applying polynomials in the smeared 
fields R).lJ.v//'IJ.VP) to the vacuum} is dense in H '8 H". 
This latter property is guaranteed by the requirement 
that in the physical space H phYS =H 'IH II the theory can 
be formulated in terms of the observable fields RlJ.vpa. 

In conclusion the plausibility of Eq. (6) seems out of 
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discussion and in any case Eq. (6) holds in all the gauges 
known to us.!? 

It is possible however to exhibit a local and covariant 
quantization in which Eq. (6) fails. For example, a two 
point function (5) with 

F(x) = 0, Gl (x) = 0, 

G2(x) = AQ-2D+(x), A> 0, 

defines a theory of this kind. 

The vectors h(j) </Jo belongs to H ~l) if either o~flJ.v = 0 
or there exist a function ajJ. such that olJ. (JjJ.v - gjJ.vop ap 
+ 0 jJ. av + ovalJ.) == O. It is easy to check that all the pro­
perties listed in Definition 1 are fulfilled. Moreover, 
the vectors of the form hjJ.v(- g"voP ap + ojJ. av + ova,,)</Jo 
have nonvanishing norm and zero helicity. 

Similar unconventional gauges can be defined also for 
quantum electrodynamics, and yield states of zero heli­
city in the phYSical space H pbys' Thus the existence of 
these pathological gauges is not peculiar to quantum 
gravity . 
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